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The Influence of Trailing Edge 
Ejection on the Base Pressure in 
Transonic Turbine Cascades 
r/iw paper summarizes the results of base pressure studies on transonic turbine 
blades in the presence of an ejection of coolant flow from a slot in the trailing edge. 
The first part of the paper reports on tests carried out on a enlarged model of the 
overhang section of a typical transonic cascade. This model provides valuable 
information about the detailed trailing edge pressure distribution and points to an 
asymmetric evolution of the base pressure on both sides of the slot in the presence of 
a bleed. The second part of the paper presents experimental results from cascade 
tests covering an outlet Mach number range M2i« = 0.5 to 1.35. These experiments 
underline the importance of the coolant flow impact on the base pressure and 
confirm the asymmetry of the base pressure with respect to the cooling slot. Tests 
with different coolant flow gases point to the significance of a proper simulation of 
the density ratio between coolant flow and main flow. 

Introduction 

The progress in the design of highly efficient gas turbines 
over the last 30 years has been closely related to the in
troduction of blade cooling methods since the early 1950s. 
The use of blade cooling in conjunction with improved blade 
material allows the gas temperatures to increase from ~ 1050 
K in 1950 to -1800 K at present. Throughout, there has 
existed the problem of elaborating cooling schemes for which 
the benefit of an increased inlet temperature was not weighed 
out by the associated aerodynamic efficiency penalties, such 
as the losses due to the mixing between coolant and main 
flow. 

In many cooled blade designs the coolant is discharged 
partially or entirely through the trailing edge into the main 
flow. This solves not only the problem of cooling the trailing 
edge, but it is also considered to be an efficient way to mix the 
coolant flow with the main flow. 

An important experimental research program concerning 
the aerodynamic effect of trailing edge cooling on the flow in 
turbine bladings was carried out by NASA [1-4]. This work as 
well as some other experimental investigations of less im
portance [5-8] concentrates on the investigation of the effect 
of different trailing edge geometries and cooling slot 
geometries on the overall performance of straight and annular 
cascades and complete stages. It appears, however, that the 
effect of a trailing edge bleed on the flow in the immediate 
neighbourhood of the trailing edge has not yet been studied in 
great detail, possibly because of the small dimensions of the 
trailing edge. A research group at Liverpool University has 
attempted to fill this gap by experiments on a single airfoil at 
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incidence in a straight duct [9]. The similarity between this 
flow and the cascade flow is, however, not very convincing. 

In continuation of an investigation concerning the base 
pressure in transonic cascades [10], the von Karman Institute 
started in 1977 a similar experimental program on the in
fluence of trailing edge coolant ejection on the base pressure 
in transonic cascades. In the first part of the program, tests 
were carried out on an enlarged model representing the region 
of uncovered turning downstream of the throat of a transonic 
turbine blade. The dimensions of this model allowed a 
detailed instrumentation of the trailing edge. The model was 
tested only at supersonic downstream conditions. The main 
flow and the coolant flow were connected to the same air 
supply. The second part of the tests was carried out on a 
nozzle cascade with similar characteristics as the model. The 
much smaller dimension of the trailing edge of the cascade 
blades set automatically a limit to the instrumentation of the 
trailing edge. Based on the model test results, the in-

Fig. 1 Similitude between model and transonic turbine blade 
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strumentation could be greatly reduced without loosing its 
validity with respect to measuring a representative base 
pressure. The cascade tests covered an outlet Mach number 
range from M2 = 0.5 to 1.4. The use of different gases for the 
coolant flow (air, carbondioxide, and air-freon mixtures) 
allowed to vary both the density ratios and the blowing rates. 

Model Tests 

Model Description. The model is derived from a cascade 
with the following main characteristics (Fig. 1): 

• Pitch to chord ratio, g/c 0.71 
• Gauging angle, |8J = arc sin 0/g 23.7° 
• Stagger angle, 7 47.5° 
• Trailing edge thickness to throat, te/0 0.12 
• Trailing edge wedge angle, Sle 4.5 ° 
• Suction side turning downstream of throat, e 4.5° 

Note: the turning is concentrated near the throat , 70 
percent of the region of uncovered turning are 
straight. 

The advantage of the model is that it requires a much 
smaller tunnel height than the corresponding nozzle cascade. 

The set-up of the model in the wind tunnel is shown in Fig. 
2. The model presents a cascade reduced to only two passages. 
The lower tunnel wall plays the role of the pressure side of the 
first channel. The central blade is the cooled blade. The 
cooling air enters the blade through the lugs supporting the 
blade in the perspex side walls. The height of the cooling 
passage inside the blade decreases continuously towards the 
trailing edge and reaches, at 25 mm from the trailing edge, the 
final height of 2 mm, which represents one-third of the total 
trailing edge height. The slot covers 80 percent of the total 
blade height of 100 mm. Two structural support webs placed 
at ± 2 0 mm from the midblade height assure a constant slot 
width for all bleeds. 

It is obvious that a model with only two passages cannot 
simulate correctly the periodic downstream conditions of a 
cascade with a great number of blades. The outlet periodicity 
can be improved, however, by the use of tailboards. The 
velocity of the outlet flow field is controlled by the inclination 
angle, 5, of the tailboards. A turning of the tailboards in 
clockwise direction (8-positive) increases the velocity while a 
counterclockwise turning (5-negative) reduces the velocity. At 
S = 0, the tailboards are horizontal and parallel to the 
pressure side of the blades. The model is appropriate only for 
testing at supersonic outlet flow conditions. 

The end wall boundary layer along the upper inlet nozzle 
block is blown off in front of the upper blade in order to allow 
the development of a new boundary layer on the blade. 

The central blade is provided with a very dense in
strumentation of pressure tappings. The trailing edge was 
instrumented with 6 tappings of 0.3-mm dia on each side of 
the slot (Fig. 2). 

DETAILS OF T.E. 
INSTRUMENTATION 

Set-up of model in test section 

Test Conditions. 
• Fluid for primary and coolant flow : air 
• Total temperature of primary flow and coolant flow: 

r0s280K 
• Total upstream pressure for primary flows (for all tests : 

P01 = 2.5 bar 
• Reynolds number (based on inlet flow conditions and 

chord length): Re = 9«106 

• Turbulence level: Tu = 1 percent 
• Blade surface: polished 
• State of boundary layer at trailing edge: turbulent. 

Model Test Results. The nonperiodicity of the outlet flow is 
still quite strong in spite of the use of tailboards. In fact, the 
location of the suction side shock boundary layer interaction 
on the central and upper blades differs by as much as 17 
percent of the region of uncovered turning. It is therefore 
preferable to characterize the flow conditions by the tailboard 
angle, 8, rather than by an arbitrary definition of the 
downstream Mach number. The lack of a well-defined 
relation between blade flow and downstream Mach number ii 
not important since the aim of this test series focuses on the 
study of the influence of a base bleed on the pressure 
distribution around the trailing edge and the trailing edge 
shock patterns. The tailboard angle was varied from 6 = - 2 
deg, to +6deg. 

Nomenclature 

c = chord 
d = slot width 
g = pitch 
h = blade height 

M = Mach number throat 
p = pressure 

p b = base pressure 
p% = base pressure at zero bleed 
te = trailing edge thickness 

x,y = coordinates 
/?* = gauging angle (/3| = arc sin 

0/g) 
7 = stagger angle 
5 = tailboard angle 

ble = trailing edge wedge angle 
e = suction side turning down

stream of throat 
p = density 

Subscripts 
1 = upstream 
2 = downstream 
0 = total 
c = coolant flow 
is = isentropic 
/ = local 

m = main 
s = static 
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configuration is clearly demonstrated by the schlieren
photographs in Fig. 5. These visualizations are taken for the
lowest outlet Mach number realized in the model tests. A
further decrease of the outlet velocity would have caused the
double reflected trailing edge shock S{ (S{ is reflected from
the suction side of the central blade onto the tailboard and
from there back into the flow) to interfere with the base flow
of the central cooled blade. The picture for zero bleed shows
the usual flow patterns with a fairly well-defined reattachment
region and corresponding wake shocks at a distance of two to
four times the trailing edge radius from the base. The effect of
a moderate bleed (injection pressure ratio POe I PT = 1.5)
widens the wake and reduces the expansion of the pressure
side and suction side flow around the trailing edge (see
modification of the direction of the free shear layers between
Fig. 5(a) and 5(b) which is equivalent to an increase of the
base pressure. The recompression starts almost immediately
behind the trailing edge and extends ov.er a slightly bigger
distance than the isobaric mixing zone plus the reattachment
region for the zero bleed case. At high coolant injection
ratios, the expansion angle around the trailing edge increases
again, indicating a decrease of the base pressure (Fig. 5(c).
The coolant splits the base region into two separated small
dead water regions. Due to a difference between the directions
of the slot axis and the wake, the two dead air regions are
asymmetric. Since the trailing edge thickness for each part is
only 1/3 of the total thickness, it is not unexpected that the
trailing edge shocks are closer to the blade than in the case of
zero bleed. At some distance away from the wake the shock
displacement can be estimated by comparing its position with
respect to the reference point A indicated on each
photograph.

The influence of the coolant flow ejection on the pressure
distribution around the trailing edge is presented in Fig. 6 for
two downstream flow conditions, corresponding to the
tailboard inclinations 0 = - 2 deg and +4 deg. The highest

Fig. 5 Influence 01 bleed on trailing edge shock configuration at
tallboard angle Ii = - 2 deg (Irom lop to bottom: POe IP;' =1.0,1.5, and
3.0)

4
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Tests Without Bleed, The blade velocity distributions in fig.
3 have all the characteristic features of the flow through a
convergent transonic turbine cascade. The pressure rise
through the shocks impinging on the suction side is com
parable to that in actual cascades with the same suction side
profile downstream of the throat. The sharp increase of the
pressure is typical for turbulent boundary layers. As the
cascade is choked, the pressure side velocity distributions can
be presented by a unique curve for all tailboard inclinations.

The pressure distributions around the trailing edge
corresponding to the blade velocity distributions are presented
in Fig. 4. They are very similar to those obtained on a
previously te~ted solid flat-plate model [10]. The flow from
the pressure side and the suction side overexpands slightly
before separating from the trailing edge. However, due to a
smaller number of pressUre tappings, the separation shock
strength is not as well defined as in [10]. The base pressure is
constant over approximately 70 percent of the trailing edge
circumference.

Tests with bleed, The parameter used to characterize the
coolant flow is the pressure ratio between the total pressure of
the coolant, POe, measured in the cooling air admission tubes,
and the trailing edge base pressure in absence of a coolant
ejection, pi,. For the case where the coolant pressure, Poco
equals the inlet stagnation pressure of the main flow, POI the
coolant mass flow amounts to 3.2 percent of the main IiIass
flow. In case of no loss in the blades, the coolant mass flow
would have been 4 percent.

The influence of a base bleed on the trailing edge shock

Journal of Engineering for Power APRIL 1983, Vol. 105/217
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Xs [mm] —-)-•- Cs [•] 

Fig. 6 Influence of coolant flow on base pressure distribution 

injection pressure ratio, P0c/Pl, corresponds to the case 
where the coolant pressure is approximately equal to the inlet 
total pressure of the main flow. The left side of the figures 
presents the flow coming from the suction side of the blade, 
the right side the flow from the pressure side. The data 
confirm the findings from the Schlieren photograhs: the bleed 
influences strongly the base pressure level and causes an 
asymmetry of the pressure distribution with respect to the 
slot. The effect of the asymmetry was observed for all tail 
board angles, 5. The data show that the asymmetry depends 
both on the injection pressure ratio and the difference be
tween the wake angle and the coolant jet angle (the wake angle 
varies with the outlet Mach number). One of the objectives of 
the cascade tests will be to evaluate the significance of this 
effect over a wide range of outlet Mach numbers. 

With respect to the pressure distribution over each partial 
base, one notices that the pressure is fairly constant except for 
the small regions which are affected by the trailing edge 
separation shocks. 

With respect to the second test series (cascade tests), it can 
be concluded that: (a) the base pressure has to be measured on 
both sides of the slot and (6) one single pressure tapping on 
each side of the slot is sufficient to obtain a representative 
value for the base pressure. 

Figure 7 summarizes the results of all base pressure 
measurements for the model tests. The average base pressure 
is defined arbitrarily as the arithmetic mean value of three 
pressure readings on each side of the slot. The angular 
position of these pressure tappings around the trailing is: ap 
= 30, 40, 50 deg and as = 45.5, 35.5, 25.5 deg (see Fig. 2). 
All curves indicate a maximum value of the base pressure for 
an injection pressure ratio P§c/P% = 1.5 to 1.7. The curves 
indicate also the existence of a minimum base pressure at high 
injection rates. For 5 = 0, the base pressure was also 
calculated with the method of Carriere [11]. The predicted 
base pressure is superimposed on the experimental results in 

2.0 2.5 3.0 3.5 4.0 4.5 5.0 It 5.5 

Poc/Pb* 

Fig. 7 Base pressure variation versus injection pressure ratio 

Fig. 8 Cooled nozzle blade 

Fig. 7. The agreement is fairly good. This is, in fact, 
somewhat surprising since the prediction method is supposed 
to handle only very small blowing rates. The reason for this 
limitation is the assumption of an isobaric mixing zone behind 
the base. This assumption very soon becomes obsolete with 
increasing blowing. This was already indicated by the 
Schlieren photographs and is confirmed by static pressure 
traverses along the wake center line. 

Cascade Tests 

Cascade Geometry. The blade used for the cascade tests is 
shown in Fig. 8. The model has been superimposed for 
comparison. The main characteristics of the cascade are 
indicated below: 

chord length, c 
aspect ratio, h/c 
pitch chord ratio, g/c 
gauging angle, /32* = arc sin 0/g 
stagger angle, 7 
trailing edge thickness to throat, te/0 
trailing edge wedge angle, 5te 

suction side turning downstream of 
the throat, e 

number of blades in cascade, N 

64.6 mm 
0.77 
0.72 
24.9° 
47.5° 
0.153 
7° 

7° 
6 

The blades were designed using cubic spline functions. 
The blade coordinates are given in the appendix. 

Three of the six cascade blades were provided with cooling 
passages. The trailing edge slot covers 80 percent of the blade 
height, it has a width of 1 mm compared to a trailing edge of 3 
mm, and its axis is parallel to the tangent to the mean camber 
line. Also high blowing rates did not lead to a noticeable 
deformation of the slot. Two of the blades were instrumented 

218/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cascade Results.

Tests Without Bleed. A preliminary test series was con
ducted on a cascade with six blank blades to check the overall

..~
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3 percent for M 2 > 1.3. The outlet Mach numbers are based
on wall pressure tappings taken at a distance x/c = 0.5 from

Fig. 11 Base pressure·downstream pressure relation
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Fig.12 Asymmetric base pressure evolution on both sides of slot

flow behaviour by means of oil flow visualizations, Schlieren
photographs and blade velocity distributions. Due to lack of
space, it is not possible to reproduce all the results..

The oil flow visualizations served to get a rough Idea about
the extension of secondary flows across the span. By com
parison with test results on a similar previously investigated
nozzle blade (including both oil flow visualizations and
spanwise traverses) [12], it can be concluded that t~e

secondary loss distribution in the trailing edge plane IS
characterized by a loss maximum at about 13 percent distance
from the wall and that two-dimensional flow conditions exist
over approximately 50 percent of the blade height.

The degree of the outlet flow nonperiodicity, expressed as

1.0.8
---X/c

.6.,.2

Fig. 10 ~Iade velocity distributions

-f:~~-i--I- --
o 135 I
" 1 16 - -+--+- ---4

I " 0.97 I
I a 0.80 i

1.6

0.8

identically in order to check the flow periodicity. The base
pressure was measured on each blade by two tappings
(positioned symmetrically with respect to mid span) on both
sides of the slot. The doubling of the base pressure tappings
should allow cross-checks to minimize errors due to small
leaks and inadequate response time through clogging of the
fine pressure tubes. Figure 9 shows a photograph of the
cascade set up in the wind tunnel.

Test Conditions.

o Fluid for primary flow: air
o Fluid for coolant flow: air, carbondioxide and air-freon

mixtures (freon-CCL2 F2 )

o Total temperature of primary flow: TOl = 270-280 K
o Total temperature of coolant flow: TOe = 285-295 K

(the carbondioxide and the freon pass through a heat
exchanger before going on board of the cooled blades)

o Total pressure of primary flow : variable with outlet
Mach number from 1.1 bar (absolute pressure) at
M 2 = 0.5. to 3.0 bar for M 2 = 1.35

o Total pressure of coolant flow from POe =P;' to POe =P01

o Inlet flow angle: (31 = 90 deg
o Reynolds number based on outlet flow conditions and

chord length : approximate linear variation from
Re= 1.50105 atM2 =0.5 to Re=2.35 0105 atM2 = 1.35

o Turbulence level: Tu == 1 percent
o Blade surface roughness: polished.

Journal of Engineering for Power APRIL 1983, Vol. 1051219
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bleed flow was controlled by measuring the velocity profile at
the slot exit at various spanwise locations. The coolant jet is
nearly two dimensional across 75 percent of the slot length. At
midspan, the mass-averaged total pressure at slot exit is 5 to 8
percent lower than the total pressure in the coolant feed tubes.
For convenience, it was preferred to use the total pressure in
the feed tubes, POe. rather than the mass-averaged slot exit
total pressure to describe the influence of the coolant flow on
the base flow.

A first test series was performed with air as coolant flow.
The maximum temperature difference between primary flow
and coolant flow is of the order of 20 K. As already indicated
by the model tests, the influence of the bleed on the base
pressure is quite different for the suction side and pressure
side of the slot (Fig. 12). The suction side value increases
slower than the pressure side value, but it drops off less
rapidly past the maximum, Pb' and exceeds the pressure side
value at high injection pressure ratios. Similar tendencies are
observed for the injection of carbondioxide and freon-air
mixtures.

A tentative description of the flow mechanism leading to
the pressure difference at the trailing edge base is given. At
zero bleed, the outer flow entrains some fluid from the base
region through an ejector effect. The amount of entrained
fluid is different for both sides and depends on the free stream
velocity and the boundary layer momentum thickness on each
side of the trailing edge. For reasons of continuity, an amount
equivalent to that entrained from the base region is to be
returned to it. The driving force for this reverse flow is a
pressure difference between the flow near the trailing edge
base and the reattachment region at the merging of the flows
from the suction side and pressure side. These effects create
recirculating flows at the trailing edge base. •

However, the trailing edge region cannot necessarily be
looked at as a zone with two coexisting stationary recir
culating regions. In fact, the flow is shed off the trailing edge
in an unsteady motion which results in the formation of
alternating vortices. Depending on the geometry of the base
and the external flow conditions, the vortex street starts more
or less close to the base leaving a smaller or bigger place for a
stationary recirculation zone. At supersonic downstream
conditions with a well-established oblique trailing edge shock
system, the vortex street starts apparently somewhere at the
end of the confluence region between the pressure side and
suction side flow (see Schlieren photographs, Fig. 13(a), taken
from [13]). In this case, there exists an important recirculation
zone between the base and the confluence region. At subsonic

Fig. 13(b) Vortex street starts Immediately downstream of trailing
edge. Dyment and Gryson (14)

Fig. 13(a) Vortex street starts behind reattachment region of pressure
side and suction side flow, Heinemann and Buteflsh (13)

Fig. 13 Different typas of wakes flows

the trailing edge. The measurements cover the three central
passages.

The velocity distributions in Fig. 10 give some insight into
the channel flow behavior. The retardation of the rear suction
side velocity at subsonic outlet Mach numbers and the strong
shock induced deceleration at transonic and supersonic Mach
numbers are the result of the combined effect of a thick
trailing edge and a weak rear suction side curvature. Schlieren
photographs show that the shock impingement on the suction
side causes a local boundary layer separation. The advantage
of a weak rear suction side curvature lies in the fact that it
limits the velocity difference across the trailing edge and
therewith the trailing edge shock strength. This is also ex
pressed by the fact that the suction side flow undergoes a
slight acceleration around the trailing edge (the base pressure
is lower than the suction side pressure before separation at the
trailing edge) rather than a recompression as in the case of
blades with strong rear suction side curvatures.

The base pressure-downstream pressure relation is
presented in Fig. 11. The figure includes not only the data
from the blank blades but also from the tests on the cooled
blades at zero bleed. The presence of the trailing edge slot
does not seem to influence the base pressure. The base
pressure correlation by Sieverding [10] is shown for com
parison.

Tests With Trailing Edge Bleed. The discharge coefficient
of the trailing edge slot was determined prior to the cascade
tests by ejecting air through the cooled blades to the ambient
atmosphere. The flow conditions of the coolant flow were
measured in the coolant feed tubes of the blades. The
discharge coefficient, Cd' changes slightly with the leaving
velocity at the exit of the slot from Cd = 0.78 at Mach number
M =0.5 to Cd = 0.81 at M = 1.0 (the Mach number is based
on the pressure ratio Palm/POI)' The value of Cd is measured
with an accuracy of :l: 3 percent. The two dimensionlity of the
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Fig. 15 Effect of density ratio pc/pm on base pressure evolution 
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Fig. 16 Density ratios for coolant fluids in Fig. 15 

and transonic free stream conditions, the situation might be 
quite different as indicated in Fig. 13(b). This figure shows an 
ultra-short duration shadowgraph of the flow behind a 
rectangular trailing edge at a free stream Mach number M = 
0.77, taken by Dyment & Gryson [14]. In this example, the 
vortex street starts almost immediately behind the base. 
Hence the entrainment of the fluid and the corresponding 
reverse flow is highly unsteady. 

Similar flow patterns as those in Fig. 13(6) were reproduced 
at VKI in a water table. These tests alow some qualitative 
conclusions as to the trailing edge bleed on the wake structure. 
At low coolant ejection rates, the coolant is entirely under the 
influence of the oscillating motion of the trailing edge vor
tices, and is entrained alternatively by the pressure side and 
suction side flow. The formation of the vortices is slightly 
delayed. The entrainment of the coolant flow must lead to a 
reduction of the reverse flow and therewith to an increase of 
the base pressure. The time-averaged pressure remains the 
same on both sides of the slot. This corresponds to a first 
regime where the coolant flow is injected with negligeable 
momentum transport. 

The second flow regime is one in which the momentum of 
the coolant flow is eventually sufficient to overcome the 
adverse pressure gradient. With further momentum increase, 
the coolant flow can escape directly downstream without 
being entrained by the outer flows. During this second regime, 
the position of the vortices is shifted gradually downstream. 
Stable dead air regions are formed at the trailing edge on both 
sides of the slot, and the base pressure may be different on 
each side. Such behaviour depends on three factors : (/) 
coolant flow and outer flow velocities; (//) boundary layer 
momentum thickness at separation from the coolant slot edge 
and the outer trailing edge; (Hi) angle between coolant flow 
and outer flows. At the end of the second regime, the base 
pressures should be near their maximum value. It was not 
possible to verify this point directly through wake traverses 
behind the cascade blades, since the static pressure probe 
dimensions would have been too big compared to the width of 
the wake in the reattachment zone. However, in a first ap
proximation one may assume that for subsonic outlet flow the 
pressure after reattachment is equal to the average down
stream pressure. With this assumption, the minimum coolant 
flow pressure ratio to obtain maximum base pressure rise 
should be approximately PQc/Pb = Ps2/P%. This results in the 
present cascade in P0c/P*b = 1.09 for M2is = 0.77 and 
P0c/Pi = 1.17 for M2js = 0.88 (from Fig.' 11). Figure 12 
shows that most of the base pressure rise is indeed ac
complished for the above values of the injection pressure 
ratio. 

At high injection rates, corresponding to the third regime, 
the magnitude of the momentum of the coolant is significant 
compared to the main flow, and the coolant flow then behaves 
similar to the main flow. We deal with two entirely separate 
and, in most cases, different trailing edge flows. A vortex 
street is formed behind each of the small trailing edges, and 
the base pressures will in general start to decrease. 

The aforementioned considerations about the effect of a 
trailing edge bleed on the wake structure at subsonic and 
transonic velocities can easily be extended to the case of a 
fully supersonic trailing edge flow with large recirculation 
zones between the base and the reattachment region. 

For a better appreciation of the relative changes of the base 
pressure, Fig. 14 presents the variation of Pb with respect to 
the base pressure at zero bleed Pb, nondimensionalized by the 
downstream dynamic head (p> V2

1<is)/2. The maximum base 
pressure rise due to coolant injection varies from 5.5 percent 
at M2js = 0.48 to 14.5 percent at M2M = 0.88, and then stays 
constant for the whole Mach number range investigated here, 
i.e., up to M2iis = 1.34. The position of the maximum shifts 
with increasing downstream Mach number to higher injection 
pressure ratios Pnc/P*b. 

The big temperatuare difference between main flow and 
coolant flow in real engines implies that the density ratio 
between main and coolant flow is typically of the order 1.5 to 
2. Such density ratios can be simulated in cold flow cascade 
tunnels by using gases of different densities. In the present 
investigation, the influence of a density variation was 
examined by using, besides air, also carbondioxide and air-
freon mixtures as coolant fluids. The carbondioxide coolant 
fluid was used for the downstream Mach numbers M2yis = 
0.77, 0.96, 1.14, and 1.34; the air-freon coolant fluid forM2i/j 
= 0.96 and 1.14. Figure 15 presents the results of these tests. 
The mean base pressure is plotted again versus the injection 
pressure ratio, P0c/P%. The corresponding density ratios D = 
pc/p,„ (pc = density of coolant flow, pm = density of main 
flow) in Fig. 16 have been calculated using for main and 
coolant flow the base pressure at zero bleed as reference 
pressure rather than the actual base pressure in presence of 
coolant ejection. D increases slightly with P0c/Pb for pure air 
and pure carbondioxide. The density ratios are in the ranges 
0.65 < D < 0.95 and 1.0 < D < 1.4, respectively. The 
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density of the coolant carbondioxide is in average 40 percent 
to 55 percent higher than the density of the coolant air. The 
air-freon mixture was chosen such as to obtain a constant 
density ratio D = 2 for all tests. 

Figure 15 shows that the density ratio, D, has relatively 
little influence on the base pressure, Pb, up to the maximum 
value of Pb. The drop off of the base pressure at high in
jection rates is, however, much slower for the air-freon 
coolant with D = 2 than for the pure air coolant with D < 1. 

At last, it should be mentioned that the trailing edge coolant 
ejection has only a very limited effect on the blade velocity 
distribution. The shock impingement point on the suction side 
shifts slightly upstream, at maximum base pressure hardly 1 
to 2 percent of the chord length, at maximum injection, 2 to 5 
percent (increasing from M - 0.96 to 1.34). The shock in
tensity does not seem to be affected. 

Conclusions 

The main results of the present study can be summarized as 
follows: 

1 The ejection of coolant flow through the trailing edge 
affects considerably the base pressure in turbine cascades. The 
maximum base pressure rise can be as high as 15 percent of 
the downstream dynamic head at transonic and low super
sonic outlet Mach numbers. The maximum base pressure 
occurs when the momentum of the coolant flow is just about 
strong enough to overcome the adverse pressure gradient. 

2 The basebleed can cause significant differences between 
the pressure side and the suction side of the trailing edge slot. 
Since the difference depends partially on the angle between 
coolant jet and wake, it is possible to minimize this pressure 
difference for the design injection pressure ratio. 

3 The relation Pb/P0l = f(P0c/P*b) is little affected by the 
density ratio between coolant and main stream as long as the 
injection ratio is smaller than that at which the maximum base 
pressure occurs. The drop-off of the base pressure at high 
injection pressure ratios is, however, slower for high density 
ratios. This result could be essential for the choice of the 
optimum combination of a slot width and injection pressure 
ratio. 

4 The influence of the trailing edge bleed on the blade 
pressure distribution is of minor importance. At transonic 
and supersonic downstream Mach numbers, there is a slight 
upstream shift of the shock interference point on the blade 
suction side, but the shock intensity does not seem to be in
fluenced. 

Acknowledgments 

The author would like to express his sincere thanks to 
SNECMA who contributed to the financing of the first part 
(i.e., model tests) of this work. 

References 

1 Prust, H. W., et al., "Cold Air Investigation of a Turbine With Stator 
Blade Trailing Edge Slot Ejection, Part II: Detailed Stator Performance," 
NASATMX 1963, 1970. 

2 Prust, H. W., et al., "Flow Conditions Around the Exit and Downstream 
of Certain Stator Blading With Various Trailing Edge Thicknesses and 
Geometries," NASATM-X-2659, 1972. 

3 Prust, H. W., "Cold Flow Study of the Effect on Turbine Stator Blade 
Aerodynamic Performance of Coolant Ejection From Various Trailing Edge 
Slot Geometries, Part II: Comparison of Experimental and Analytical 
Results," NASA TM-X-3190, 1975. 

4 Prust, H. W., et al., "Cold Air Study of the Effect of Turbine Stator 
Blade Aerodynamic Performance of Coolant Ejection From Various Trailing 
Edge Slot Geometries," NASA TM-X-3000, 1974. 

5 Lokai, V. I., and Kumirov, B. A., "Losses in Turbine Cascades With 
Cooling Air Discharge and Various Trailing Edge Geometries," Izv. Vuz. 
Aviats. Tekn.,Vo\. 16, No. 3, 1973. 

6 Barry, B., "The Aerodynamic Penalties Associated With Turbine Blade 
Cooling," Turbine Blade Cooling, VKI LS83, Jan. 1976. 

7 Venediktov, V. D., "Investigating a Turbine Stage With Cooling Air 
Leaving Through Slots in the Concave Surfaces of the Nozzle Blades," 
Teploenergetika, Vol. 19, No. 7,1972, pp. 15-19. 

8 Lawaczek.O., "The Influence of Jets of Cooling Air Exhausted From the 
Trailing Edges of a Supercritical Turbine Cascade on the Aerodynamic Data," 
AGARD CP 229, Paper No. 30, 1977. 

9 Abdul-Kadir, F. F., and Gibbings, J. C , The transonic flow past a blunt 
base. U. Liverpool. 

10 Sieverding, C , Stanislas, M., and Snoeck, J., "The Base Pressure 
Problem in Transonic Turbine Cascades. ASME JOURNAL OP ENGINEERING FOR 
POWER, Vol. 102, No. 3, 1980, pp. 711-718. 

11 Carriere, P., and Sirieix, M., "Facteur d'influence du recollement d'un 
ecoulement supersonique," Xme Congr. Int. deMecanique Appl., Stresa, 1960. 

12 Marchal, Ph., and Sieverding, C. H., "Secondary Flows Within Tur-
bomachinery Bladings," AGARD CP 214, Paper No. 11,1977. 

13 Heinemann, H-J., and Butefisch, K. A., "Determination of the Vortex 
Shedding Frequency of Cascades With Different Trailing Edge Thicknesses, 
AGARD CP 227, Paper No. 35, 1977. 

14 Dyment, A., and Gryson, P., "Etude d'ecoulements turbulents sub-
soniques et supercritiques par visualisation ultra-rapide," AGARD CP 227, 
Paper No. 28, 1977. 

A P P E N D I X 

Blade Coordinates 

I [ m m ] 
0. 
0.20 
0.50 
1.00 
2.00 
3.00 
4,00 
5.00 
6.00 
7.00 
8.50 

10.00 
11.50 
13.00 
15.00 
17.00 
20.00 
23.00 
26.00 
29.00 
32.00 
35.00 
38.00 
41.00 
44.00 
47.00 
50.00 
53.00 
56.00 
58.00 
60.00 
61.00 
62.00 
62.50 
63.00 
63.50 
63.80 
64.00 

^suction-.!, Immj 
4.00 
5.80 
6.99 
8.35 

10.33 
11.80 
12.85 
13.70 
14.40 
14.90 
15.61 
16.08 
16.30 
16.49 
16.61 
16.60 
16.30 
15.80 
15.28 
14.53 
13.71 
12.89 
12.00 
11.02 
10.00 
9.92 
7.85 
6.80 
5.65 
4.90 
4.14 
3.75 
3.30 
3.10 
2.90 
2.60 
2.20 
1.50 

•* pressure-s, L 

4.00 
2.50 
1.80 
1.00 
0.24 
0.00 
0.05 
0.32 
0.79 
1.20 
1.79 
2.39 
2.89 
3.31 
3.85 
4.31 
4.85 
5.28 
5.45 
5.45 
5.40 
5.18 
4.86 
4.50 
3.05 
3.50 
2.90 
2.30 
1.55 
1.10 
0.60 
0.35 
0.10 
0.00 
0.10 
0.35 
0.70 
1.50 

222/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I. Ariga 
Professor. 

N. Kasai 
Postgraduate Student. 

S. Masuda 
Associate Professor. 

Faculty of Science 
and Technology, 
Keio University, 

Yokohama, Japan 

Y. Watanabe 
Power Plant 

Overhaul Center, 
Japan Air Lines, 

Tokyo, Japan 

I. Watanabe 
Professor, 

Faculty of Engineering, 
Kanto-Gakuin University, 

Yokohama, Japan 
Mem.ASME 

The Effect of Inlet Distortion on 
the Performance Characteristics of 
a Centrifugal Compressor 
The present paper concerns itself with the effects of total pressure (and thus 
velocity) distortion on performance characteristics and surge margin of centrifugal 
compressors. Both radial and circumferential distortions were investigated. The 
performance tests as well as the velocity measurements within the impeller passages 
were carried out with a low-speed compressor test rig with the inlet honeycomb as 
the distortion generators and compared with the case of "no distortion" as a 
datum. The results indicated that the inlet distortion exerted unfavorable influences 
on the efficiency and the surge margin of the given compressor, though the in
fluence of the radial distortion was much stronger than that of the circumferential 
one. Various distortion indices were further examined in order to correlate the 
performance to the inlet distortion. 

Introduction 

In recent years, centrifugal compressors has been in
creasingly utilized for various purposes, and the spatial 
restrictions become inherent with the growing width of ap
plications. Consequently, the flow nonuniformity is 
frequently generated at the impeller inlet. 

This is generally known as "inlet distortion," which is 
divided mainly into "radial distortion" and "circumferential 
distortion." The former one is further subdivided into "tip 
distortion" and "hub distortion," corresponding to the 
regions where the total pressure defect exists near a hub or a 
shroud side. 

These may actually occur in the following cases: 
1 Hub distortion - axisymmetric obstacles at a center 

portion of an inlet, such as a tachometer pick up, a hub cover, 
etc., or axisymmetric boundary layers of a return channel of 
multistage compressor. 

2 Tip distortion - axisymmetric boundary layers of an 
inlet duct or a return channel or axisymmetric obstacles such 
as an orifice plate. 

3 Circumferential distortion - nonaxisymmetric obstacles 
such as struts or a bending duct. 

With regard to an axial compressor, the effect of inlet 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982, Manuscript 
received at ASME Headquarters December 7, 1981. Paper No. 82-GT-92. 

distortions on its performance characteristics has been widely 
investigated, and it has been reported that the compressor 
performance was deteriorated due to the inlet distortions and 
at the same time the flow range became narrower. Distortion 
indices which may be correlated to the compressor per
formance have also been variously discussed as to axial 
compressors, and many proposals have been made. 

Only a few data about the inlet distortions of centrifugal 
compressors are available up to now [1, 2], although the 
nonuniformity of inlet flow appears frequently. 

In this paper, total pressure distortions are investigated 
where the velocity is nonuniform and the static pressure is 
uniform at the inlet. Three kinds of distorted velocity profiles, 
including two radial distortions and one circumferential 
distortion together with the undistorted profile, are artificially 
given at the impeller inlet. 

In the following section, the results of the performance tests 
as well as the velocity measurements within the impeller 
passage are reported, and the effects of inlet distortion on 
performances and flow range are clarified. The distortion 
index is also discussed. 

Experimental Equipments and Methods 

The test compressor configuration is shown in Fig. 1. Since 
its details were given in the reference [3], only the main points 
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Fig. 1 Compressor configuration 
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Fig. 2 Setting location of distortion generater 

are to be repeated in the following. This compressor is driven 
by an eddy-current motor and its rotational speed can be 
changed from standstill to 6300 rpm continuously. 

The pressure signals from the rotating impeller is lead 

Table 1 Compressor specifications 

Shape of blade Radial straight 

Dia. of impeller outlet 270mm 

Inner dia 
of impeller inlet 

81mm 

Outer dia 
of impeller inlet 

157mm 

Blade height 
of impeller outlet 16.9mm 

Number of blades 12 

Blade thickness 3mm 

Rotation speed 
at design point 6000rpm 

Flow coefficient 
at design pointC 2 r / c ; 2 0.4 

Static pressure ratio 
at design point 1.04 

Table 2 Kinds of distortion 

Distortion 
pattern 

Blocked 
area 
ratio 

Distortion 
generator 

Nodist. 
(No Distortion) 

0 No honeycomb 

Hubdist. 
(Hub Distortion) 

1/2 

Cylindrical 
honeycomb 
at the hub side 

Tip dist. 
(Tip Distortion) 

1/2 

Cylindrical 
honeycomb 
at the shroud side 

Circdist. 
(Circumferential 
Distortion) 

1/2 Fan-shaped 
honeycomb 

through the pipes buried in the shaft to the sealed channels 
consisted of four mechanical seals, then onto a stationary 
manometer. The electrical signals of the rotating hot-wire 
probe are transmitted through a five poles slip ring unit to a 
constant temperature anemometer. 

The compressor specifications are illustrated in Table 1. An 
impeller with straight blades employed in the present study 
has a diffusion ratio, C2r/Clm, of 1.0. An inducer has a 
parabolic camber line and is designed such that shockless inlet 
condition along the span at an inducer leading edge is attained 
at the design point. 

Nomenclature 

C = 
H = 

AA to = 
h = 

h, = 

i = 
/, = 

hnc 

m = 
N = 

N0 = 

absolute velocity [m/s] 
total head [m] 
shock loss at the impeller P 
length along blade height R 
distance from hub to shroud T 
along quasi-orthogonal line u 
incidence angle [deg] W 
curvilinear coordinate 0 
measured along shroud r;imp 

surface 
total length of impeller 
measured along shroud 
surface 
total length of inducer 
mass flow rate [kg/s] 8 
rotational speed [rpm] </> 
corrected speed ix 
( = iVV7y^j[rpm] K 

pressure [Pa] 
gas constant [Nm/kg k] 
temperature [K] 
peripheral speed [m/s] 
relative velocity [m/s] 
inducer inlet angle [deg] 
impeller efficiency 

circumferential location 
flow coefficient (c2r/u2) 
slip factor 
ratio of specific heats 

[deg] 

Subscripts 

0 = standard condition 
1 = impeller inlet condition 
2 = impeller outlet condition 
a = atmospheric condition 

m = axial component 
m* = through flow component 

r = radial component 
s = static 
t = total 
u = peripheral component 
s = surge point 

Superscript 

- = mass average 
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Fig. 3 Axial velocity distributions for no/radial distortions at the in
ducer inlet (N0 = 6000rpm, <t> = 0.50, 0.40,0.30) 
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Fig. 5 Incidence angle distortions for no/radlal distortions at the 
inducer inlet (N0 = 6000rpm, 0 = 0.50,0.40,0.30) 
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Fig. 4 Relative velocity distributions for no/radial distortions at the 
inducer inlet (N0 = 6000rpm, <j> = 0.50,0.40,0.30) 

The experiments were carried out in the ranges of the 
corrected speeds iV0 = 6000, 5000, 4000 rpm and the flow 
coefficients <t> = 0.3, 0.4, 0.5. Several kinds of distortion are 
used in the experiments, as shown in Table 2. 

The test cross sections were at locations 5 mm upstream of 
the inducer leading edge and downstream of the impeller, 
respectively. The measurement points in those sections were 
selected at twelve sites for the inlet and nine sites for the outlet 
between the hub and shroud sides. Especially in the case of 
Circ dist, six circumferential locations were adopted, as 
shown in Fig. 2. A kiel probe and three holes yaw probe were 
used for the measurements of time-averaged total pressure 
and flow angle. 

Concerning the relative flow patterns in the impeller, two 
probes, a three holes yaw probe for the time-averaged value 
and a hot-wire probe for the time dependent value were 
traversed in the meridional direction at the mid-passage. 

The static pressure taps were placed along the shroud casing 
from the inlet to the outlet. To detect the surge phenomenon, 
pressure transducer was installed on the shroud casing of the 
inducer throat. 

Inlet Conditions 

The typical inlet distortion patterns of the radial distortions 

for the corrected speed N0 = 6000 rpm are given in Fig. 3, 4, 
and 5 for three values of flow coefficient including the design 
value of 4> = 0.4. Figure 3 shows the distributions of axial 
velocities measured at the location of 5 mm upstream of the 
impeller inlet. Their nonuniformities increase with increasing 
flow rate because the pressure loss generated by the distortion 
generator is proportional to the square of the velocity. Figure 
4 shows the relative velocity distribution at the inlet section. 
While the defects of the axial velocity for the hub and the tip 
distortions are nearly equal as seen in the previous figure, 
those of the relative velocity become somewhat greater for the 
hub distortion than for the tip distortion due to the effect of 
the circumferential velocity. The corresponding incidence 
angle distributions are shown in Fig. 5. For all three inlet 
conditions, the average values vary from negative for the 
larger flow rate to positive for the smaller flow rate, being 
nearly zero for the design condition. The local portion of the 
negative incidence, where the inflow attains toward the 
suction side of the inducer blade, exists in the region of higher 
axial velocities, i.e., in the shroud region for the hub 
distortion and in the hub region for the tip distortion. The 
appearance of such negative incidences on the blading may be 
related to the unfavorable operating conditions. 

The circumferential distributions of the axial and the 
relative velocities for the circumferential distortion are shown 
in Fig. 6 and Fig. 7, in which the mass-averaged values in the 
hub-shroud section are plotted. As shown in the figure, the 
honeycomb is placed at the circumferential location between 0 
and 180 deg. The difference between the maximum and the 
minimum velocities are again remarkable with increasing flow 
rate. In Fig. 7, corresponding incidence angle distributions are 
shown, where the negative incidence angle can be seen in the 
circumferential range without the blockage on the flow due to 
the existence of honeycomb. 

Performance Characteristics 

In Fig. 8, the total pressure ratios of the impeller are plotted 
against the mass flow function for the three distortions as well 
as the undistorted cases. The highest pressure ratio is obtained 
in case of No dist. (no distortion) and it falls gradually in the 
order of Circ dist. (circumferential distortion), Tip dist. (tip 
distortion) and Hub dist. (hub distortion). This degeneration 
becomes more remarkable when the mass flow function in
creases, and there seems no effect of the inlet distortion at the 
smallest mass flow function shown in the figure. These 
tendencies are recognized equally for all three rotational 
speeds, though the effect of distortion slightly grows as the 
rotational speed increases. 
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Fig. 6 Axial and relative velocity distributions for circumferential 
distortion at the impeller inlet (N0 = 6000rpm, <t> = 0.50,0.40,0.30) 
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Fig. 7 Incidence angle distributions for circumferential distortion at 
the impeller inlet (N 0 = 6000rpm, o = 0.50,0.40,0.30) 

The violent surge lines are also shown in the same figure. 
Unlike the total pressure ratio, the violent surge limit is the 
highest for the No dist. and it moves to the lower flow rate in 
the order of Hub dist., Tip dist. and Circ dist. Although these 
results reflect the effect of distortion itself, we must not fail to 
notice an influence of duct resistance associated with the inlet 
honeycomb, too. Mild surge limit at corrected speed N0 = 
5000 rpm is shown by arrow marks in Fig. 8. The tendency of 
mild surge limits differs from that of violent surge. On these 
subjects, we will discuss later. 

Figure 9 shows the variation of the impeller efficiency for 
N0 = 6000 rpm. In accordance with the total pressure ratio, 
Circ dist. has the smallest influence, the peak efficiency and 
the corresponding flow coefficient as well as the off-design 
variations being the same as those for No dist. The radial 
distortions, on the other hand, have remarkable influences on 
the impeller efficiencies. Tip dist. shows the lowest efficiency 
in almost all the range of flow coefficients tested. The more 
striking features are seen in the efficiency curve for Hub dist., 
which is characterized by the efficiency higher than that for 
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Fig. 9 Impeller efficiency 

No dist. at the small flow rate ($<0.4) and the steep decrease 
at the large flow rate. 

Mean Flow Pattern Within the Impeller Passage 

In order to examine the behavior of the distorted velocity 
profile within the impeller passage, the time-averaged 
velocities were measured by the three hole yaw probe mounted 
on the rotating impeller for <j> - 0.40 and 7V0 = 5000 rpm. 
The typical results obtained within the inducer are given in 
Fig. 10, together with the velocity profile just upstream of the 
inducer. In the case of the radial distortions, the velocity 
profile given at the inlet is maintained to the downstream end 
of the inducer. Since the circumferential distortion is seen 
from the rotating frame as the periodic flow, the time-
averaged velocity profile within the inducer is apparently the 
same as that of No dist. 

226/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



N = 5000rpm 
No=6000rpm 

hub 

t ip 1 

20 40 
Wm-lm/sl 

H N O D I S T | a j CIRC [A[ ~HUB fa TTP 
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Fig. 11 The velocity profile within the impeller passage 
(N0=5000rpm, <6 = 0.40) 

Figure 11 shows the development of velocity profile further 
downstream within the impeller passage. In all cases, the 
velocity profiles at the second half of the impeller become 
nearly the same, with the velocity peak being near the hub 
side. Without distortion, the peak exists near the shroud side 
at the first half of the impeller and it moves to the hub side in 
the downstream direction. These tendencies are intensified in 
case of Hub dist., where the initial velocity near the shroud 
side is artificially increased. In the case of Tip dist., the 
velocity profile remains almostly unchanged, with the velocity 
peak lying always near the hub side. The flow development of 
Circ dist. is hardly distinguishable from that of No dist. in the 
time mean manner. 

Outlet Velocity Profile 

The radial component of the absolute velocities at the 
location of 5 mm downstream of the impeller outlet are given 
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Fig. 12 Radial velocity distributions for no/radial distortions at the 
impeller outlet (N 0 = 6000rpm, <f> = 0.50,0.40,0.30) 
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Fig. 13 Radial velocity distribution of circumferential distortion at the 
impeller outlet (N0 = 6000rpm, $ = 0.50,0.40,0.30) 

in Figs. 12 and 13 for the radial and the circumferential 
distortions, respectively. As seen in Fig. 12, the outlet velocity 
profiles of the radial distortions leave no traces of the inlet 
conditions except for the smallest flow rate (<f> = 0.30). One 
of the interesting results is seen in Fig. 12 for <j> = 0.30, where 
the effect of inlet conditions is remarkable, though the 
velocity profiles are entirely different from those given at the 
inlet. Since the complete measurement of flow development 
through the whole passage of the impeller was performed only 
for 0 = 0.40, it is difficult to clear up the causes, but the 
remarkable difference of the impeller efficiency at small flow 
rates shown in Fig. 9 may be closely related to the distinct 
feature of the outlet velocity profile. 

The outlet velocity distributions for the circumferential 
distortion shown in Fig. 13 exhibit another interesting result. 
In contrast to the radial distortions, the traces of the inlet 
distortion are clearly found at the outlet. It is also worth 
noticing that the defect of the outlet velocity exists just at the 
same angular position as given at the inlet, in spite of the 
rotating impeller lying between them (see Fig. 6). 

Time Dependent Measurement of Circ Dist. 

As explained earlier, the time-averaged measurements in 
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Fig. 14 Through flow velocity distribution within impeller channel by 
hot-wire, including relative velocity distribution at the impeller inlet and 
outlet (N0 = 6000rpm, <t> = 0.40) 
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Fig. 15 Shroud surface static pressure distribution for circumferential 
distortion (N0 = 6000rpm, <A = 0.40) 

Fig. 16 Distortion index Dl plotted against the flow coefficient for four 
distortions (N0 = 6000rpm) 

was obtained using the rotating hot-wire probe fixed at the 
mid point of the channel cross section and one cycle of the 
time dependent signals was converted into the function of 
angular positions measured from the fixed origin in the 
stationary frame. The velocity profiles within the impeller are 
well coincided with those at the inlet and the outlet, which 
means that the flow associated with the circumferential 
distortion is spatial within the entire flow region including the 
rotating impeller if it is observed from the stationary frame of 
reference. The whole length of an impeller channel accepts the 
periodic variation of flow rates simultaneously and one 
channel of the impeller experiences the small and large flow 
rates alternatively as it rotates passing through the angular 
regions of low and high velocities. 

Figure 15 shows the static pressure distribution along the 
radial lines on the shroud casing. At the circumferential 
locations 6 = 150 and 210 deg, which correspond to the 
region near the minimum velocity, the static pressure once 
decreases to the minimum at the first quarter of the impeller 
and then increases. On the other hand, it increases 
monotonously in the region near maximum velocity, say at 6 
= 330 deg. 

The two figures suggest the possibility of extending the idea 
of "parallel compressor" model, which was proposed by 
Doyle [4], Reid [5], and Roberts [6] for axial compressors, to 
centrifugal compressors with the circumferential distortions. 
In one period of time when a channel rotates through the 
region behind the honeycomb, it acts as if it were operating 
steadily at a point lying in the region of small flow rate on the 
undistorted performance map. In the rest of one cycle, the 
channel acts as if it were operating at another point lying in 
the region of larger flow rate. 

On the basis of this model, the total pressure ratio for the 
circumferential distortion is estimated using the following 
relation 

the impeller passage for the circumferential distortions exhibit 
no appreciable difference as compared with the undistorted 
case. The results of the time dependent measurements Of the 
through flow velocity within the impeller channel Wm. are 
shown in Fig. 14, together with the relative velocities Wx and 
W2 at the inlet and the outlet cross sections, respectively. Wm. 

Vv{(j>)<j>d<j> 

Pr'(«) = 
^(^max-^min) 

(1) 

where Pr and Pr' are the total pressure ratios for the un
distorted condition and for the circumferential distortions, 
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respectively and </>max and 4>min are the maximum and the 
minimum values of the local flow coefficients for the cir
cumferential distortion at a given mean flow coefficient. The 
calculated values are plotted in Fig. 8, which shows good 
correlation with the measured results, and supports the ap
plicability of the "parallel compressor" model to centrifugal 
compressors with the circumferential distortions. It is also 
clear that the effect of circumferential distortions on per
formance characteristics is dependent not only on the pattern 
of distortion but also on the shape of the performance curve 
for undistorted conditions. As the first approximation, the 
total pressure ratio is improved or deteriorated by the cir
cumferential distortions according to the sign of dPx/d<f> of 
the undistorted curve at the mean operation point. 

The direct application of this model to the radial distortions 
is impossible because the region of high and low velocities are 
not isolated in those cases but mixed within one channel of the 
impeller, and it may cause the additional complexity, such as 
loading distribution, secondary flows, leakage, and so on. 

Distortion Index 

It is desirable to have a single parameter which correlates 
performance characteristics with the patterns of inlet 
distortions uniquely. Such a parameter is called "distortion 
index" and many proposals have been made on the distortion 
indices for axial compressors with the circumferential 
distortions as summarized in [7]. Since we are dealing with the 
centrifugal compressor with the radial and circumferential 
distortions together, we tried to find a new index which is 
applicable to these cases. 

As stated before, some parts of the inducer blading have 
nonzero incidence angle, though it is equal to zero in the 
mean. Shock loss associated with it may be considered as one 
of the major factors causing the additional losses due to 
distortions of both types. So, we have tried to relate a new 
index with the shock loss of the inducer. O'Neil et al. [8] 
suggested that the shock loss is proportional to the square of 
the relative peripheral velocity, AW, at the leading edge of the 
inducer. The distortion index may then be defined as 

DI= 
Ah, 
H, 

where 

A/J,„ = l,„ 
AW2 

AW = Wlu-Wim.tanfi 

H, 

(2) 

(3) 

(4) 

= inlet total head 
Here the shock head coefficient is determined ex

perimentally, and f,„ = 0.6 from the present experiment. 
Figure 16 shows the relation between DI and <j> for all cases 

of distortions tested. Comparison with the total pressure ratio 
given in Fig. 16 indicates that DI is the suitable parameter for 
estimating the total pressure ratio with inlet distortions. 

Surge Margin 

Surge regions are divided into "Mild surge" and "Violent 
surge." In the former case, pressure fluctuations detected 
only by a pressure transducer are still small, and in the later 
case, the large fluctuations are observed anywhere in the 
machine, accompanied with the vibration of a compressor. 

Violent Surge. As already shown in Ffg. 8, the violent surge 
margin is affected by the inlet distortions. It is well known, 
however, that a surge margin is also related to a flow 
resistance of an entire compressor passage, which varies with 
the distortion generators in the present cases. Hence, it was 
tried to investigate the effects of inlet distortion patterns, 
themselves, on the surge margin except for the differences of 
the resistance through the distortion generators. 

Figure 17 indicates the relation between the flow coef
ficients on the violent surge line and the inlet static pressure 
normalized by the atmospheric pressure at <j> = 0.40. The 
latter is related to the flow resistance through the honeycomb 
section. As references, the three additional undistorted 
conditions, No. 1, No. 2, and No. 3, are included herein. They 
are generated by the one, two, and three pieces of full shaped 
honeycomb of 75-mm thick, which are installed in series in the 
inlet pipe, respectively, and they can generate the uniform 
flows with different resistances. The performances for them 
were agreed almostly with that for No. 0 as shown in Fig. 8. 
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The results of four kinds of undistorted conditions lie on a 
single straight line, which indicates that the resistance alone 
reduces the violent surge flow rate. The resistance of the three 
distorted conditions are nearly equal to those of No. 1 and 
No. 2, and these five results may be compared in order to 
examine the effect of distortion with the same level of 
resistance. It is clear from this comparison that the violent 
surge flow rate is reduced by Circ dist, increased by Hub dist. 
and unaffected by Tip dist. 

Mild Surge. Rodgers [9] proposed that a compressor stall, 
and consequently a mild surge, could be related with a dif
fusion factor defined as a ratio of inlet and outlet relative 
velocities {Wx/W2), and gave Wx/W2 = 1.6 as the criterion 
for occurrence of a mild surge. It is interesting to examine 
whether his criterion is applicable also to the distorted cases. 
In Fig. 18, the diffusion factors, which are evaluated from the 
mass flow average of relative velocities, are given as the 
functions of the flow coefficients and the mild surge limits are 
shown by the arrows. 

It is clearly seen in this figure that mild surge of a radial 
distortion is well predicted by Rodger's criterion, but it can 
not directly be applied to circumferential distortion. 

Conclusion 
In the present paper the authors experimentally investigated 

the effects of inlet total pressure distortion, i.e., radial and 
circumferential distortions on the performance characteristics 
and surge margin of a centrifugal compressor. Various 
distortion indices were also examined in order to correlate the 
performance to the inlet distortion. The results are sum
marised as follows: 

1 Compared with undistorted case, total pressure ratios 
fall in the order of circumferential, tip and hub distortions. 

2 Distortion index, DI, employing the shock loss of the 
inducer, 

DI= 
Ah» 

is the suitable parameter for estimating the total pressure ratio 
with inlet distortions. 

3 At the impeller outlet, the circumferential inlet distortion 
remains at the same circumferential location, while the effect 
of radial distortion almost disappears, except for small flow 
rate. 

4 "Parallel compressor" model can be applied to cen
trifugal compressors with circumferential distortions. 

5 Violent surge is prompted by hub distortion and 
restrained by circumferential distortion, while it is unaffected 
by tip distortion if they are compared in the same level of duct 
resistance. 

6 A mild surge limit of radial distortion is well predicted by 
Rodger's criterion, while it is not directly applicable to cir
cumferential distortion. 

References 
1 Livshitz, S. I., "Aerodynamics of Centrifugal Compressor," Mechanical 

Engineering, 1966. 
2 Benvenuti, E., Bonciani, L., Corradini, U., "Inlet Flow Distortions on 

Industrial Centrifugal Compressor Stages Experimental Investigations and 
Evaluation of Effects on Performance," AGARD Conference, Paper No. 282, 
1980. 

3 Mizuki, S., Ariga, I., and Watanabe, I., "Investigation Concerning the 
Blade Loading of Centrifugal Impellers," ASME Paper No. 74-GT-143, 1974.' 

4 Doyle, M. D. C , and Horlock, J. H., "Circumferential Asymmetry in 
Axial Flow Compressors," Journal of the Royal Aeronautical Society, Vol. 70, 
1966, pp.956-957. 

5 Reid, C , "The Response of Axial Flow Compressors to Intake Flow 
Distortion," ASME Paper No. 69-GT-29, 1969. 

6 Roberts, F., Plourde, G. A., and Smakula. F., "Insights into Axial 
Compressor Response to Distortion," AIAA Paper No. 68-595,1968. 

7 Graber, E. J., Jr., and Braithwaite, W. M., "Summary of Recent In
vestigations of Inlet Flow Distortion Effects on Engine Stability," AIAA Paper 
No. 74-236, 1974. 

8 O'Neil, P. P., and Wickli, H. E., "Predicting Process Gas Performance 
of Centrifugal Compressors From Air Test Data," ASME Journal of 
Engineering for Industry, Series B, Vol. 84,1962, pp. 248-264. 

9 Rodgers, C , "Impeller Stalling as Influenced by Diffusion Limitations," 
ASME Journal of Fluids Engineering, Series I, Vol. 99, 1977, pp. 84-93. 

If you are planning 
To Move, Please 
Notify The 

ASME-Order Dep't 
345 East 47th St. 
N.Y..N.Y. 10017 

Don't Wait! 
Don't Miss An Issue! 
Allow Ample Time to 
Effect Change. 

Change of Address Form for Journal of Engineering for Power 

Present Address—Affix Label or Copy Information from Label 

I 

Name 
Atten 
Addn 
City 

Jrint New Address Below 

finn 

:ss 
State or Country Zip 

230/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. A. Novak 
Consultant, Aerodynamics. 

G. Haymann-Haber 
(Formerly) Technical Engineer. 

General Electric Company, 
Aircraft Engine Group, 

Lynn, Mass. 01910 

A Mixed-Flow Cascade Passage 
Design Procedure Based on a 
Power Series Expansion 
Flow passage design and analysis procedures employing a TA YLOR series ex
pansion across the flow field were first suggested as far back as 1908. With very few 
exceptions the early work addressed only the problem of symmetrical convergent-
divergent passages. A generalization and an extension of the approach permits it to 
be used for the design of arbitrary cascade passages in subsonic, supersonic, or 
mixed-flow regimes. The method will give fast, realistic solutions in situations 
where shock-free flow is meaningful, and where the cascade gap-chord ratio is not 
excessive. It assumes inviscid, irrotational flow and employs a fourth-order 
TA YLOR series expansion across the cascade passage. Numerous examples are 
given, with comparisons with experimental data and other analytic solutions. 

Introduction 

The use of a power series expansion to represent the flow 
field in a nozzle or cascade passage is not new. A com
paratively recent paper by DeCuypere [1] cites references (not 
repeated here) which go back to 1908. They include such 
names as G. I. Taylor, Hall, Oswatitsch, Rothstein, Sauer. 
With few exceptions, the earlier efforts were directed at the 
design or analysis of Laval nozzles. 

Reference [2] is the first instance discovered in which a 
TAYLOR series expansion was used for cascade design. It 
dealt only with radially oriented cascades, i.e., centrifugal 
compressor diffusers. The present effort was sparked by the 
discovery of the 1952 paper by Wu and Brown [3]. Reference 
[3] restricted itself to rectilinear stationary turbine cascades. 
Reference [4] includes a nearly literal rewrite of the Wu and 
Brown formulation for a rotating cylindrical coordinate 
system. 

Wu and Brown (and [4]) use a second-order TAYLOR 
series. This is surprisingly effective within the blade passage 
itself for closely spaced cascades such as those characteristic 
of most turbine nozzles and centrifugal compressors. For 
cascades of wider spacing, particularly in the region of the 
leading and trailing edges, higher-order terms must be in
cluded to assure a more realistic representation of the flow 
field. Many of the earlier efforts directed toward the Laval 
nozzle problem did, in fact, employ expansions up to fourth 
order; because the geometry was symmetric, however, only 
half of the coefficients of the expansion were required. 

Most currently available cascade programs are direct, or 
analysis, programs. They provide, when successful, blade 
surface pressure or Mach number for a cascade of prescribed 
geometry. In the design of a turbomachine blade row, it is 
most often the case that an indirect, or design, technique 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received atASME Headquarters December 7, 1981. Paper No. 82-GT-121. 

would be more useful. The quasi-three-dimensional design 
technique currently used by nearly everyone usually starts 
with, for example, a meridional-plane streamline curvature 
solution. This, typically, results from input of annulus 
geometry, blade thickness distribution, upstream and 
downstream boundary conditions, rotative speed, estimated 
losses, a blade stacking axis, and an intrablade angular 
momentum addition rate. The solution gives average 
meridional-plane velocity components, pressures, and 
temperatures, and establishes the presumed rotationally 
symmetric streamtube thickness distribution for each 
streamtube. It is a fact that there is one, and only one, blade 
shape for each streamtube which will satisfy the input con
straints listed above (we except consideration of viscous, 
Coriolis-induced stream surface twist, and secondary flow 
phenomena). Within additional overall assumptions which 
will be discussed below, it has been the objective of the present 
effort to devise a blade-to-blade design technique which will 
quickly develop the unique blade shape implied by the 
meridional-plane input specifications. This could then be 
treated as a preliminary version of a final blade shape, to be 
modified in accordance with the designer's perception of 
neglected real flow effects. 

It should be kept in mind that, strictly speaking, we will be 
discussing a channel design process, not a blade design 
process. Alternatively, one can consider that the "blade" 
developed by the process is the blade proper plus the upstream 
and downstream stagnation streamline locus. In the upstream 
and downstream regions, the stagnation streamline shape 
results from the specification of zero blade thickness and zero 
angular momentum change. The computation process inside 
and outside the blade-proper is identical. 

The flow is assumed to be steady, two-dimensional on 
surfaces of revolution, nonviscous, and irrotational. The 
process readily gives solutions for subsonic, supersonic, or 
mixed-flow conditions. It is to be stressed again, however, 
that the solutions are channel solutions, and are realistic only 
in situations where a shock-free flow is possible. Hence, for 
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example, particularly for supersonic compressor cascades, the 
results must be treated with caution. No real cascade with 
supersonic inlet can be free of bow-shocks and not all 
supersonic solutions for a diffusing passage can be started. 

Theory 

The basic assumption of the process is that any flow 
quantity, Q, (pressure, velocity, etc.) can be expressed by a 
fourth-order TAYLOR series in 9, the circumferential 
direction. Thus, 

dQ, 

Q is the value of the quantity on the i/< = 0.5 streamline of the 
passage (see Fig. 1) and the expansion is presumed, at any 
station, to originate from this locus. The location of the 
^ = 0.5 streamline (which must be iteratively established) is 
referenced to the geometrical middle of the passage by a 
distance, ??, which is called the offset. It is not a necessary 
condition, but it has been assumed for computational sim
plicity, that Am, the distance between the circumferentially 
oriented computing stations, is constant. 

For any solution, it is assumed that the radius (r=r(m)), 
the streamtube thickness (b = b(m)), and the blade cir
cumferential thickness (t = t(m)) are known. The rotational 
speed (if any) is prescribed. Conditions sufficient to define the 
flow and the upstream angle are assumed given; the down
stream average angular momentum is a prescribed condition. 
Upstream total pressure and enthalpy (or rothalpy) are given 
quantities; a total pressure loss as a function of m can be 
prescribed. 

With one important exception, the imposed conditions 
listed above are sufficient to define a unique blade shape. The 
final condition arises directly from the application of the 
moment of momentum theorem to a control volume such as 
ABCD of Fig. 1. It is readily shown that 

1 F dW9 

Pp ~Ps = T- ' T, ' -~T~ (2) 
p br N dm 

where the LHS is the pressure difference between the pressure 
surface and the suction surface at any /w-location, F is the 
total streamtube flow, TV is the number of blades in the 
cascade, and rVd is the average angular momentum at any m-
defined computing station. The imposition, as a function of 
m, of a number proportional to the surface static pressure 
difference is sufficient completely to define the problem, since 
the prescribed downstream angular momentum is the required 
constant of integration of equation (2). 

One other simple geometrical relation is useful to recognize 
at this point. It is 

2irr d\ 
(3) tan/3p - tan/3, 

TV dm 

Q(9)=Q + 
39 

? +2lJ^2 

where /3p and fis are, respectively, pressure surface and 
suction surface angles at any w-location, and X is the percent 
circumferential blade blockage at any station. 

It is evident that the specification of pp — ps = X = 0 in the 
upstream and downstream region is equivalent to the im
position of periodicity. 

The continuity equation for a stream surface of revolution 

i a3e 
6 dd3 

i a4Q 

24 dd4 (1) 
dbpWe dbprVm 

dd dm 
(4) 

Nomenclature 

a = 
b = 
I = 

m = 

P = 
r = 
t = 
z = 
F = 
TV = 
S = 

Ve = 

we = 

velocity of sound 
normal streamtube thickness 
chord length 
meridional distance, 

component of 

! = V? + /•' 
static pressure 
radius 
blade circumferential thickness 
axial distance 
flow 
number of blades 
distance along streamline 
d- component of velocity 
(absolute) 
flow weighted average angular 
momentum 

V,„ = meridional 
velocity 
(Vm=JVr2 + Vz2 

radial component of velocity 
axial component of velocity 
relative velocity 
tangential component of 
relative velocity (W6 = V8T 
— ur) 
angle relative to meridional 
direction 
specific heat ratio 
differential distance 
discrete difference 
offset (defined by equation 
(16)) 

Vr 

w 

y = 
8 = 
A = 
V = 

X 

+ 
9 
P 
03 

4> 

= circumferential blockage due 
to blade thickness 

= streamf unction (0<i/-< 1.0) 
= circumferential angle 
= density 
= angular velocity 
= sin~' (dr/dtn) 

Subscripts 

s 
P 
m 

i 

= suction surface 
= pressure surface 
= value of ^ = 0.5 streamsurface, 

m = (i/< = 0.5) 
= current station 
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Using the relationship 

d 
WdS-

Equation (4) becomes 

dm dm 
+ ^JL± 

36 

dW„ dV„, 
— tan/3-

1 d(bprVm) 
= C 

(5) 

(6) 
3d 3d bp dm 

The ^-component of momentum, assuming irrotationality, is 
simply 

3Vm 3rV, 
= 0 

Since V„ 
dd dm 

We + o>r (and, using equation (5)) this becomes: 

drV, dV„, dW„ 
+ tan/3- -D 

(7) 

(8) 
dd dd dm 

Treated as simultaneous equations, equations (6) and (8) can 
be solved for ^-derivatives of Vm and We in terms of C and D, 
the two ///-derivatives on the RHS. 
One should also note that 

C atan/3 ( 9 ) 

V,„ dd 
and (using the state equation, the energy equation and ap — p 
relation), 

" » * . . ^ ( I | ) . _ i ( I * ) <,o, 
\p dd / 7 \p dd / 

V,„D = 
2 dd 

where a is the local speed of sound. 
Second-order derivatives of, p, p, tan /3, and the velocity 

components can be obtained by further differentiation, 
keeping in mind the meaning of d/dm as expressed in 
equation (5). 

Thus, we have expressions for first- and second-order terms 
of equation (1) for all necessary fluid properties, all as func
tions of w-derivatives of bprVm and rVe. These are discretized 
as 

dQ _ g , + i - 6 , - 1 

dm 2m 

and 

d2Q_Qi+l-2Qi+Qul 

dm2 m2 

The values of bprV,„ and rVe (i.e., of Q) used in any one 
iterative loop are those which have been computed to pertain 
on the \p = 0.5 streamline in the previous loop. 

Although it is necessary to track ^-derivatives for all the 
flow properties, the basic expansions are done in tan /3 and the 
static pressure. If these two quantities are known across the 
channel, everything else is implicitly known. 

What is needed, therefore, are four additional boundary 
conditions to determine 

d3tan/3 d4tan/3 d3p 

ae3 and 

terms are 
streamline 

dd" ' dd3 ' " " " 3d4 

As stated above, the first- and second-order 
available from direct differentiation of ^ = 0.5 
quantities. We consider first the tan /3 expansion. 

If it is assumed for any iteration that the offset, 17, and (tan 
/3)̂ =o.5 = tan /3,„ are available from the previous iteration, a 
second simple geometric relationship can be written, i.e., 

di) 
tan/3„+tan/3. = 2 ( t a n / 3 f f l - ^ ) (11) 

Equations (3) and (11) can be solved simultaneously for tan Pp 

and tan &. Expressing these in a TAYLOR series gives two 
equations which can be solved for d3tan P/dd3 and d4tan 

13/3d4. It is to be noted that the dX/dm-term of equation (3) 
comes directly from the input specification of t = t(m), the 
blade circumferential thickness. 

To deal with the third- and fourth-order terms in pressure is 
somewhat more difficult. One relationship which can be 
directly applied is equation (2). If the LHS is expressed as a 
TAYLOR series, we immediately have one expression in the 
third- and fourth-order terms (the first and second are 
presumed already known) as a function of the input m-
derivative of the average angular momentum. We need a 
second relation. 

A number of options, involving combinations of the 
momentum and continuity equation are available. The choice 
was made to stay with the momentum equation. Considered 
as a point function, the ///-component can be written: 

p dm ds 
tan/3 dp 

rp dd 

w2 ( w 
—-+2wWe + wr2) (12) 

where sin 0 = dr/dm and equation (5) has been used to replace 
dp/dm by dpi dm. This also introduces the 9p/36-term. The d-
component of momentum is 

_J_3p_ dWt 

rp dd ds 
(13) 

wevr 

rftan/3 dVm Wg Vr 

= WV,„ —^- + Wtan/3 — 7 - + —e—^ +2uVr ds ds 

Eliminating dVmlds between equations (12) and (13) and 
noting that d/ds = cos fid/dm (i.e., equation (5)) one gets 

1 / 1 dp „ dp \ dtan/3 
(14) pH^cos2/3 V/-cos2/3 dd 

where 

psin4> ( P^sin^ 

dm ) - dm 

A = -
( PKzsm/3 , \ 
( +2wW+«2/-sin/3) cos/3 \ r 

which is operative only for cascades with a radius change. 
Equation (14) can be expressed as a difference between 

d tan ji/dm values on the pressure and suction surface to give 

1 dp ndp 
j-£ -tan0-f-+A 

rcoszl3 dd dm 

pH^cos2/3 

1 dp 

/•cos2/3 3d 

dp 

dm 

p ^ c o s 2 / 3 

2%r 

~N 
d2 X sin</> dX ' 

-dm2 + - dm. 
(15) 

where the RHS is simply the m-derivative of equation (3). 
Equations (15) and (2) are solved simultaneously. The /3-

angles are already available (as described above). The 
remaining 0-dependent terms (p, W and 3p/3d) are expressed 
by appropriate TAYLOR series expansions in pressure, using 
the identities noted in equation (10) and higher-order 
equivalents. The dp/dm-terms are updated after each loop or 
in an interior iterative loop, called a pass, which is described 
below. 

The process is algebraically messy to describe. Set up in a 
proper coding sequence, however, it does not involve serious 
computational problems. 

The third- and fourth-order terms for all other quantities 
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where Re and Rm are residuals corresponding to third- and 
fourth-order integrations, which are held at values of the 
previous loop. 

Since equations (19) and (20) will not in general be satisfied, 
the i/< = 0.5 values of M and T must be corrected. A simple 
correction based on current ^-derivatives at any one station 
proves unstable. Conditions at stations upstream and 
downstream of the current station must be also be recognized. 

In a fashion identical to that described above to obtain 
first- and second-order ^-derivatives of pressure, velocity, 
etc., one can get first- and second-order derivatives of M and 
T. Thus, for example, for the dM/dt?-term of equation (19) 

dM _ / dM dT \ 

3d V dm ' dm / 
(21) 

This comes directly from combining the momentum and 
continuity equations (equations (6) and (9)). If the m-
derivatives are discretized, equation (21) becomes 

~ = f l ( M ) , _ , + Z 7 ( M ) , + c ( M ) , + 1 
oo 

+ d(T)i„l+e(T)i+f(T)i+l (22) 

A similar operation is performed on d2M/dd2, dMT/dd and 
d2MT/dd2. Equations (19) and (20) can then be written as: 

F, = a) (M) ,•_, + b) (M),+ cj (M), + , 

^(TVi+e/mz+./jm ,•+!+*; (23) 

(rVe)Fi=a2(M)i_l+b2(M)i + cj(M)i+l 

+ dj(T)i_l+ej(T)i+JJ(T)i+]+Rj (24) 

Fig. 2 TAYLOR overall block diagram 

are obtained by matching these quantities at the boundaries 
with those obtained by expanding/? and tan /3. 

Both p and Vm are now known from pressure surface to 
suction surface. The offset can be updated by applying the 
relation: 

10 fA0-i; 

pVmdO = 0.5\ pV,„dd (16) 
-A6-rj J -A0-7J 

where Ad is one-half the passage pitch distance. Equation (16) 
is solved iteratively for ?/. Thus, the ?y-value which divides the 
flow equally is established. 

It remains, finally, to update the values of bprV,„ and rVd 
on the î  = 0.5 streamline. For simplicity in writing, we call 
(bprVm)^=05 = M a n d (rV6)^=0.5 = T. Thejotal flow, F, and 
the average station angular momentum, rVd, are input values 
at each station. Two additional relations must be satisfied: 

Jo 
bprV,„d6 (17) 

rV,= \ ' (bPrVm)(rVe)ddl\ ' bprVmdB (18) 
j op i J ep 

Equations (17) and (18) can be rewritten by expanding in a 
TAYLOR series and integrating each term individually (as is 
also done in the solution of the offset equation, equation 
(16)). Thus, 

1 dM , 1 d2M , 
i) + Rc (19) 

1 dMT , 
(rVe)F=MT+ - - — (to2 -dp2) 

Z 00 

1 d2MT , 
+ 6 ~d6r( P ) + Rm 

The coefficient terms, a—f, and 7?1 and R1 are treated as 
constants at any one station. 

By applying equations (23) and (24) at each station, two 
matrix equations can be assembled 

BlM+Clf=Dl 

B2M+C2T=D2 

Matrices B2 and C, can be singular and should not, therefore, 
be inverted. The following solution procedure is used: 

(/') Invert C2 

-c,c,-'z>, 

(20) 

(//'/) Solve (fi, - C, C2
,B2)M=DI 

(iv) Use M in (//) and solve for T 

Figure 2 is the overall block diagram of the computing 
process. At the start of any iterative loop, the updated "in
put" quantities are tested to determine whether the prescribed 
flow exceeds the maximum possible (Block (1)). This step has 
not been described above, since it is not integral to the overall 
solution. If the flow at some station exceeds the maximum, an 
error message is printed out and the process continues, using 
the maximum flow. For solutions containing a throat, it is not 
uncommon to get such messages in the earlier part of the 
solution process. 

In Block (2) the i/< = 0.5 quantities are updated, using the 
values of rVe derived from the previous loop matrix solution. 
For the first loop, rV0 is assumed to pertain on the ^ = 0.5 
streamline, which is itself assumed to be at the geometrical 
middle of the passage (i.e., ») = 0). 

For each loop, (Path A), a prescribed number of passes, 
(Path C), is made. This is an interior iteration which updates 
the blade surface dp/dm-terms of equation (15). For the first 
loop, Path B is used to get directly to the matrix solution for 
an initial update on the rVe quantities. 

Five damping coefficients are imposed and are operative at 
the points shown in Fig. 2. It has been established (by trial) 
that fixed, particular, values of damping on the third- and 
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fourth-order terms, and on the offset, appear optimal for all 
types of cascades. For supersonic cases, however, it appears 
expedient to damp heavily on the matrix solution for about 
five loops, and then release it. Provisions for doing this 
readily are built into the process. 

It is not difficult to understand why heavy matrix damping 
is necessary for the early passes of transonic situations. Figure 
1 is schematic, but it does indicate the locus of the i/< = 0.5 
streamline (with respect to the geometric middle of the 
passage) for a turbine nozzle with supersonic discharge. 

In the upstream subsonic region the \p = 0.5 streamline 
moves toward the suction surface. It moves toward the 
pressure surface in the downstream supersonic region, 
crossing the middle of the passage at the throat. The coef
ficients a— / o f equations (23) and (24) implicitly are functions 
of 1 —M1 and change sign as the throat is passed. In their 
present derivation, however, they were treated as weak 
functions of p and p-derivatives, which are the terms which 
will introduce 1 - M2. The terms containing p, in the present 
process, are updated only on the succeeding loop. Thus, for a 
transonic situation, the process has not received a message on 
the initial loops indicating whether it is subsonic or super
sonic. 

It was anticipated that a more complete derivation of the 
coefficients of equations (23) and (24), or even a resort to 
upwind differencing in the discretization process, might be 
necessary; a simple use of heavy matrix damping in the early 
loop appears, however, to be sufficient. 

Examples and Comparisons 

The remaining portion of the paper will deal with examples 
of the use of the technique. The earlier cases to be presented 
use the process in one fashion; the later cases in another. 

The TAYLOR series process will generate a unique blade 
and passage shape if it is given simply the Ap-difference (or a 
number proportional to it) and the blade thickness at each Te
station (along with upstream and downstream boundary 
conditions, streamtube thickness and radius). If, therefore, 
one has available an analytic solution, or an experimental 
solution for a cascade for which Ap = Ap(m) and t = t(m) is 
known, the input of these values should, to the extent that the 
process is numerically valid, result in the proper blade shape 
and the proper individual suction surface and pressure surface 
pressure distributions. 

Three cases of this type are presented: two are comparisons 
with analytic solutions and one is with an experimental 
solution. The results obtained are consistently good, but not 
perfect. It is unclear whether the discrepancies that exist are 
attributable to errors which creep into the process of 
graphically transforming data of solutions presented as 
functions of chord distance or surface length to that required 
by the TAYLOR series, i.e, as a function of m-distance, or 
whether the discrepancies are attributable to inherent 
deficiencies of the TAYLOR series process. Questions 
regarding the basic data validity multiply the indeterminancy 
in the case involving comparison with experimental data. 

The second way to check the process is to use the TAYLOR 
series technique to generate a blade shape, and then to ask 
other direct, or analysis, computing techniques (such as 
streamline curvature, time-marching, etc.) whether they agree 
with the flow field and surface velocity distribution predicted 
by the TAYLOR series approach. The remaining cases have 
been treated in this fashion, along with a number of interest 
for which no check has been yet made. 

Gostelow [5] used the potential flow technique of Merchant 
and Collar to produce a profile (very similar to the British C-4 
profile), and a surface pressure distribution, which has 
become a standard test case. Figure 3 shows a comparison 

3 4 
m - Distance 

Fig. 3 TAYLOR series approximation to Gostelow profile [5] 

t = t (m) Input 

AP (m) Input 

Fig. 4 TAYLOR series approximation to Hobson hodograph impulse 
cascade No. 2 (6): shape and surface pressure distributions 

between the Gostelow solution and that obtained with the 
TAYLOR series technique. It is as good, if not better, than 
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Fig. 5 TAYLOR series approximation to Hobson hodograph impulse 
cascade No. 2(6): Mach number contours 

most other comparison techniques presented by Gostelow in 
[5]. 

Hobson [6] reported two hodograph solutions of com
pletely symmetric impulse turbine profiles, one of low solidity 
(<7=0.988) and one of higher solidity (a= 1.902). The 
TAYLOR series process was not able to handle the low 
solidity case. It broke down at the leading and trailing edges 
of the profile; one can deduce (if the Hobson solution itself is 
valid) that the wide spacing and steep leading edge loading at 
a relatively high incident Mach number imply a velocity and 
an angle distribution across the passage which requires a still 
higher order power series. The higher solidity hodograph 
solution was readily reproduced by the TAYLOR series 
process. Figure 4 shows (the solid lines) the hodograph shape 
and pressure distribution compared with the shape and 
pressure distribution the TAYLOR series process generated 
from input Ap values and thickness values (i.e., the values 
from the hodograph solution). 

Figure 5(a) shows Mach number contours generated by the 
TAYLOR series process for the second Hobson profile; Fig. 
5(b) shows critical Mach number profiles reproduced from 
[6]. It is quite evident that the TAYLOR series process is 
recognizing what the Hobson hodograph solution is saying. 
Only at the very leading and trailing edges can some 
discrepancy be noted. It is also of interest that, while the 
Gostelow solution was incompressible, the Hobson profile 
has a suction surface peak Mach number of 1.145. 

The two comparisons with analytic solutions appear to lend 
some credance to claims that the fourth-order TAYLOR 
series representation of cross-channel properties can be 
reasonably representative of analytic real life. The following 
comparison with experimental data is not so clean, but is 
nearly as good. 

MERIDIONAL DISTANCE ^ 

Fig. 6 Mid-span section of NASA TN D-3751 nozzle (7)-TAYLOR 
solution 

Figures 6(c) and 6(b) show an example of the normal 
graphics output of the present program. The case shown is the 
mid-span turbine nozzle section reported in [7] for an inlet 
Mach number of 0.212; it is subsonic throughout. Figure 6(«) 
shows the profile generated by the TAYLOR series process, in 
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Fig. 7 Comparison of experimental shape and surface pressure 
distribution of [7] nozzle with that deduced by TAYLOR 

this case with Mach number contours; Fig. 6(b) shows surface 
Mach number versus meridional distance. The solid line 
(without a scale) represents the input pressure surface/suction 
surface pressure difference. 

The same case had been used once before (by one of the 
present authors) as a check against the streamline curvature 
blade-to-blade procedure reported in [4], In the present in
stance, the Ap = Ap(tn) values of the previous streamline 
curvature solution (along with blade thickness, t = t(m)) were 
input into the TAYLOR process simply because it was easier 
to do so, and the streamline curvature approach gave an 
excellent comparison with the experimental data [4]. The 
TAYLOR process is quite close in surface pressure 
distribution, as shown in the upper portion of Fig. 7; the 
lower portion of Fig. 7 shows the TAYLOR deduction of the 
blade shape as compared with the actual blade shape. 

It is evident that the results are respectable. It should be 
kept in mind, however, that a rather large element of chance 
must exist for this case. The experimental cascade was run as 
the mid-span section of a full-span annular cascade. 
Reference [7] contains no mention of streamtube thickness (it 
could not be measured), nor is the loss reported. The 
TAYLOR run of Figs. 6 and 7 was made with constant 
streamtube thickness and no loss, which cannot have been the 
actual situation. Even more to the point, the experimental 
surface critical Mach number reported in [7] was given to very 
small scale as a function of blade surface distance. The 
graphical conversion of the data into the form needed is a 
somewhat dubious operation. It is evident, however, that the 
TAYLOR series process does appear to recognize what it is 
being asked to address. 

The remaining cases to be discussed are those generated by 
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MERIDIONAL OISTflNCE 

Fig. 8(b) Comparison of TAYLOR and XCASC surface Mach number 
distribution for rotor of Fig. 8(a) 

the TAYLOR series process for arbitrarily chosen input of 
drVd/dm, thickness, and upstream and downstream 
boundary conditions. The cascade shapes resulting are then 
checked by other analysis techniques in order to arrive at 
some measure of the believability of the TAYLOR series 
process. It is well to stress that none of the cases to be 
discussed are, of themselves, necessarily practically in
teresting. This was not the intent. At least a few to be 
presented, in fact, are patently unrealistic. 

Figure 8(a) shows the shape (with Mach number contours) 
of an impulse-like low-pressure turbine rotor blade generated 
by the TAYLOR series process. It is subsonic throughout. The 
thickness distribution is prescribed by a skewed sine wave 
distribution that requires four numbers as input; the drVg/dm 
input (Ap = Ap(m)) is a symmetrical half-sine wave requiring 
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Fig. 9(a) Supersonic discharge turbine nozzle generated by TAYLOR 
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Fig. 9(b) Comparison of TAYLOR and XCASC surface Mach number 
distribution for nozzle of Fig. 9(a) 

two input numbers. The streamtube thickness is constant and 
no losses are assumed in this case. Figure 8(b) shows the 
surface Mach number distribution predicted by the TAYLOR 
series process. 

The surface coordinates generated were input in a blade-to-
blade program called XCASC, which is a streamline curvature 
procedure. 

Fig. 10(a) Compressor rotor section generated by TAYLOR 

MERIDIONAL DISTANCE 

Fig. 10(b) Comparison of TAYLOR and CASC80 surface Mach number 
distribution for rotor section of Fig. 10(a) 

Superimposed on Fig. 8(b), the solid circles show that 
XCASC thinks the surface Mach number distribution to be, 
compared with that of the TAYLOR series process. It is, 
again, not a perfect check, but it is not bad. 

Figure 9(a) shows a turbine nozzle generated by the 
TAYLOR process. It was specified to have Mx = 0.212 and 
M2 = \.\5,W\thdidrV6/dm distribution shown by the solid 
(unsealed) curve on Fig. 9(b). The dotted curve on Fig. 9(b) is 
the surface Mach number distribution as computed by the 
TAYLOR process. The throat is indicated by the heavy 
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Fig. 11(a) Compressor stator hub section generated by TAYLOR 
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Fig. 11(b) TAYLOR-predicted surface Mach number for stator hub of 
Fig.11(a) 

contour on Fig. 9 (a ) . The solid circles superimposed on Fig. 
9(6) result from an XCASC run with the cascade generated 
by TAYLOR. Again, the check is encouraging. 

Figure 10(a) shows a TAYLOR-generated compressor rotor 
section. If it were run with no preswirl, its isentropic pressure 
ratio would be 1.34/1. In this instance, the input drVe/dm 
was set so that the blade was loaded toward the leading edge. 
The objective was to accomplish this without exceeding unity 
Mach number on the suction surface. 

The check program in this instance is called CASC80, 
which is an updated time-share version of a streamline cur
vature solution. Figure 10(6), once again, shows (solid circles) 
the CASC80 surface Mach number solution for the profile 
generated by TAYLOR. Again, the comparison with the 
TAYLOR solution is quite acceptable. 

M = 0. 

#-CASC I j 

•TAYLOR SERIES SOLUTION I 

"1 % ! ; ! ' '' 

-rNr 
. . & • • • ! 

'•fc i TI XJ- T4 ri ra if! i F* n 
X COORDINATE 

Fig. 12 TAYLOR and i>CASC Mach number comparison for stator hub 
of Fig. 11(a) 

The next case is a rather interesting one. Figures 11(a) and 
11(6) are, again, reproductions of the standard TAYLOR 
graphics, i.e., the shape with Mach number contours and (for 
Fig. 11(6)) the surface Mach number distribution. This 
example is generally representative of the hub section of a 
stator operating behind a low radius ratio high-pressure ratio 
fan stage. 

The inlet relative Mach number is 0.98 and the cascade does 
55 deg of turning. The TAYLOR-predicted peak suction 
surface Mach number is 1.07. TAYLOR (since it cannot do 
otherwise) says it is shock-free. 

Figure 12 is an analysis of the Taylor-generated blade shape 
by another program called </>CASC, which uses a velocity 
potential correction technique. $CASC clearly shows a shock 
to exist on the suction surface in the same region in which 
TAYLOR predicts a shock-free supersonic bubble. Down
stream of this point, the suction surface predictions of the two 
programs are in excellent agreement, as they are on the 
pressure surface. 

It is speculated - and this is strictly speculation at this 
point, since no proof exists-that the discrepancy in the 
region of the supersonic bubble is attributable to geometry 
variations. A recent paper [8] puts stress on the fact that very 
slight changes in profile shape often are the difference be
tween shock-free and nonshock-free solutions. </>CASC does 
an internal smoothing of the data it is given and, thus, 
changes the geometry (i.e., surface curvatures) slightly. The 
other possible reason for the discrepancy stems from the 
totally different approach of the two programs; small dif
ferences would be accentuated in regions where A*/A is close 
to 1.0. The extreme sensitivity of "shock-free" solutions to 
very small geometry variations, noted in other instances also, 
does cause the practical designer to wonder about the extent to 
which he may trust them. 

The final case for which comparative analysis results will be 
presented is shown (i.e., blade shape and Mach number 
contours) on Fig. 13(a). It is a TAYLOR-generated com
pressor rotor tip section. The TAYLOR program input was 
set up so that /3, =/32 =65 deg. The inlet Mach number is 1.5. 
Because of anticipated limitations of analysis programs 
available for comparison, the case has no loss and a constant 
streamtube thickness. As a consequence of this choice, the 
downstream Mach number (M2 = 0.65) had to be accepted. As 
can be seen on Fig. 13(6), the resulting deceleration across the 
cascade is quite unrealistic. It does, however, make for a 
rather clean and simple test case for analysis techniques 
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Fig. 13(a) TAYLOR-generated/M^ = 1.5 compressor tip section 

which, also, do not object to unrealistic deceleration rates. As 
is evident from Fig. 13(b), the TAYLOR series solution does 
purport to be shock-free. This means, among other things, 
that TAYLOR treated the leading edge as cusped. Figure 
13(a) clearly shows, as stated earlier, that the TAYLOR series 
process is a passage solution; in this case there is an easily 
discernable convergent-divergent channel. 

Figure 14 shows the result of a check analysis solution using 
a time-marching program [9] for 600 time-steps (more were 
not asked for because the result was anticipated). This is 
clearly a case of an unstarted cascade. 

The time-marching program used was an early version of 
the Denton code. Both Denton and others have since 
markedly improved the process in terms of avoidance of 
nonconservation satisfaction adjacent to profile surfaces. A 
time-marching technique, however, is not unrealistic when 
used to assess the starting capability of a supersonic com
pressor cascade. The cascade of Fig. 13(a) did not pass the 
test; there is a high probability that no cascade with super
sonic inlet designed by a shock-free approach such as that 
described here can be realistic. A similar result (not shown) 
was obtained with a compressor cascade designed by 
TAYLOR for an inlet Mach number of 1.2. 
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Fig. 13(b) Taylor-predicted surface Mach number distribution for 
compressor tip of Fig. 13(a) 
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Fig. 14 Mach number contour plot of time-marching solution for 
compressor tip of Fig. 13(a) 

The geometry of the cascade of Fig. 13(a) was checked with 
a method of characteristics program referred to in [10]. Once 
again, the TAYLOR-generated profile failed the test, badly 
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MERIDIONAL DISTANCE 

Fig. 15 Time-marching versus TAYLOR prediction of surface Mach 
number for compressor tip of Fig. 13(a) (run as expanding cascade) 

Fig. 16(a) TAYLOR-generated centrifugal compressor diffuser; 
M, =0.98 

enough that there appears no point in reproducing the MOC 
graphics. The MOC solutions indicated a reasonably strong 
shock originating at the upper compression surface near the 
leading edge. The computed unique incidence angle was 1.5 
deg lower than that implied by the TAYLOR solution. 

The TAYLOR cascade of Fig. 13(a) was subjected to one 
final test. It, as stated above, was generated initially as a 
compressor cascade. The inviscid TAYLOR process is equally 
willing to run it backward as turbine cascade. The resultant 
TAYLOR solution was a cascade with incident Mach number 
of 0.65 and a leaving Mach number of 1.5. The shape 
generated was (to the third decimal place) the mirror image of 
that of Fig. 13(a). 

Expanding cascades do not have starting problems. The 
geometry of the TAYLOR-generated expanding cascade was 
run on the Denton program; it encountered no difficulty and 
converged in 865 time-steps. The results, superimposed (the 
solid circles) on the TAYLOR-generated surface Mach 
number graphics, is shown on Fig. 15. The check is certainly 
not a perfect one, but it seems reasonably evident that both 
programs were recognizing the same geometry. The time-
marching code shows no sign of shocks. 

A careful inspection of the Denton Pass output shows that 
it does not conserve entropy adjacent to profile surfaces; there 
are regions where it loses as much entropy as it gains in other 
regions. It is believed that this is the primary reason for the 
differences in solutions observable on Fig. 15. 

What has been presented are the facts currently available 
regarding the applicability of the TAYLOR process to 
supersonic compressor cascades. It is clearly evident that the 
shapes generated do not have adequate starting margin. The 
picture is not so clear with regard to the lack of correspond
ence with the method of characteristics solution. The MOC 
program, like all others, assumes that the upstream region 
contains only left running waves, and that all disturbances 
upstream of the first captured wave will have been cancelled 
at the far upstream boundary of the system, i.e., at "up
stream infinity." For the TAYLOR solution, however, the 
upstream boundary at which uniform Mach number and 
angle pertain was prescribed to be one-half meridional chord 
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Fig. 16(b) Surface Mach number for diffuser of Fig. 16(a) 

length ahead of the cascade leading edge. In this regard, the 
solutions were certainly not equivalent. 

The situation described here obviously warrants further 
discussion. Since the present objective is to present a 
TAYLOR series design technique only, further discussion of 
its applicability - or nonapplicability - to supersonic com
pressor cascades will be deferred. 

All of the cases discussed so far have been for axial 
cascades. Figure 16(a) shows a vaned centrifugal compressor 
radial diffuser generated by TAYLOR with an inlet angle of 
70 deg and an inlet relative Mach number of 0.98. The 
discharge Mach number was set to 0.25 and the discharge 
angle to 45 deg; these conditions were controlled in the 
TAYLOR process by properly setting the diffuser streamtube 
thickness convergence. Figure 16(A) shows the_surface Mach 
number distribution which results when the dr Vd/dm input 
was the simple four-point distribution shown by the solid line 
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Fig. 17 TAYLOR-generated centrifugal compressor diffuser; M^ = 1.2 

in Fig. 16(b). There is no substantiating analysis for the case; 
it shows only that the process works for radial as well as axial 
configurations. 

Figure 17 shows a leading edge blow-up of one passage of a 
diffuser with an inlet Mach number of 1.2. The sonic line has 
been darkened. 

Conclusions 

It is to be stressed once again that the objective of the 
present effort was to devise a conceptually simple (albeit, as it 
turned out, not an algebraically simple), easy to use, 
preliminary design technique which fit readily into the 
structure of an existing quasi-three-dimensional tur-
bomachine design system. It is believed that that objective has 
been realized. For the predominant number of cascade types 
which occur in multistage axial compressors and turbines 
(i.e., subsonic with reasonable solidity), the process readily 

appears to produce results which may well be considerably 
better than first approximations. 

The process of testing the limits of validity of the procedure 
naturally led to trying it on cascade types for which even the 
best analysis techniques sometimes have difficulties. A 
number of these cases have been presented as examples. In all 
of these, with the possible exception of the supersonic 
compressor cascade, the process appears to work creditably. 

There are many, as yet, unresolved questions. Two, in 
particular, deserve attention, since they have not been stressed 
above. 

First, the apparent inconsistency between the MOC 
treatment of the entrance region of supersonic compressor 
cascades, and that of TAYLOR, has been stressed. The same 
questions can be raised in regard to the downstream region of 
a turbine with supersonic discharge. 

The other area where the TAYLOR process has difficulties 
is in the leading edge region of cascades for which the leading 
edge stagnation point falls downstream of the meridional 
plane highlight point - which is nearly always the case for low 
Mach number, high thickness, turbine rotor profiles. This is 
not a problem unique to TAYLOR, but it exists for 
TAYLOR. 

In all, however, it appears to hold promise as a useful 
preliminary design tool. 
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Effect of Crossflows on the 
Discharge Coefficient of Film 
Cooling Holes 
The strongest flow parameter governing the film cooling effectiveness provided by a 
row of holes is the blowing rate. Precise setting of the blowing rate at the design 
stage requires accurate data for the discharge coefficient of the holes. The effects of 
crossflow on the discharge coefficient have received scant attention in published 
work to date. In the present work, the discharge coefficient of single rows of holes 
has been measured in a specially constructed isothermal rig over a wide range of 
geometric and flow conditions. Mainstream and coolant Mach numbers have been 
varied independently over the range 0 to 0.4 for pressure ratios in the range 0 to 2. 
Cooling hole length to diameter ratios were varied between 2 and 6, and inclinations 
of 30, 60, and 90 deg were used. The results show that the influence of crossflow is 
strong and complex, particularly with regard to that on the coolant side. A large 
range of data is presented sufficient to permit the discharge coefficient to be in
ferred for many cases of practical importance. Suggestions are also made for a 
promising theoretical approach to this problem. 

Introduction 
Film cooling is the standard method of cooling the stator 

and rotor blades in aeroengine gas turbines and the method 
has recently been applied also to land-based gas turbine plants 
[1]. The advantages of blade cooling are well known. It allows 
an increase in the turbine entry temperature reflecting in 
higher power output and efficiency. The penalty is a loss of 
output as the coolant, which could be 5 percent or more of the 
total flow, is not heated in the combustion chamber and does 
less work in the turbine by dint of the lower temperature and 
of bypassing one or more rotors. It is thus obvious that the 
coolant flow should be kept to the minimum that will achieve 
the required cooling performance. 

Many parameters govern film cooling performance, but the 
most pertinent is the "blowing parameter," pcuc/p^u„, a 
nondimensionalised parameter reflecting the mass flow 
emerging from the cooling hole. This parameter determines 
the "effectiveness," T^ -^/T^-T,, downstream of the 
hole which reflects in the metal surface temperature. For best 
performance, the blowing parameter should be in the region 
of about 1.0. But whatever is the desired value of the blowing 
parameter, exceeding this value means excessive usage of 
coolant and hence unnecessary loss of performance for the 
plant, and falling short of it could mean local hot spots and 
hence a shorter blade life. Knowledge of the discharge 
coefficient, Cd, of film cooling holes is vital in sizing film 
cooling holes at the design stage so that the requisite amount 
of coolant flow for the desired effectiveness is obtained in any 
given situation. The discharge coefficient is by no means 
invariant and depends both on the local geometry and the 
flow conditions upstream and downstream of the hole. Data 
on Cd for film cooling holes is sparse in the literature. The 

Cootanl Manifold 

Mainstream Flow 

Coolant Chonnel 

(ol Nozzle guide vane 

Coolant and mainstream Hows I 
same direction 

lb) Rotor blade 

Coolant flows at right angles to 
mainstream 
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Fig. 1 Flow configurations in cooled turbine blades 

only work of substance is that of Rohde et al. [2], which 
examines, among other parameters, the effect of coolant 
crossflow. No data are available on the combined effects of 
mainstream and coolant crossflows. The work reported here 
was undertaken to provide a more extensive data base. 

Parameters That Affect Cd 
Three flow geometries can be identified in relation to film 

cooling holes. In the nozzle guide vane, the coolant is usually 
impinged on the back of the blade skin and flows from the 
nose region back towards the trailing edge (Fig. 1(a)). Thus, 
the flows on the mainstream and coolant sides of the film 
cooling holes are parallel and in the same direction. In the 
nose region, there is substantial curvature of the surface but 
very low crossflow on the coolant side. Data on this situation 
is available. Along the flank of the nozzle guide vane the 
curvature is slight, but there is substantial coolant crossflow. 
This geometry can be represented by holes in a flat plate with 
coolant and mainstream flows on either side. This is the first 
geometry that was covered in this investigation and will be 
referred to as the "parallel configuration." 

In the rotor blade (Fig. 1(b)) the cooling channels run 
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radially outward and feed film cooling holes all along their 
length. In this situation the mainstream and coolant on either 
side of a hole flow at right angle to each other. This is the 
second geometry that was simulated again for the flank region 
of the blade. This geometry will be referred to as the "per
pendicular configuration." 

Within each flow geometry, the hole geometry introduces 
further parameters. These include the hole inclination, a, the 
hold LID ratio, cross-sectional shape and rounding at entry 
and exit. Blade production techniques usually result in round 
holes with sharp edges. Hence attention was focused on the 
effects of inclination and LID only. 

Flow conditions form the last set of parameters which could 
affect Cd. These include the pressure ratio across the hole, the 
Reynolds number within the hole, the crossflow Mach 
number on the mainstream side, M „ , and the crossflow Mach 
number on the coolant side Mc. Typical ranges for the 
geometrical flow parameters arising in various gas turbine 
designs appear in Table 1. 

Experimental Appara tus 

The layout of the test rig used is shown in Fig. 2 and details 
of the working section in Fig. 3. Referring to Fig. 2, the 
working fluid was room temperature air. The supply was split 
into two streams: the mainstream and the coolant stream. The 
flow and pressure could be controlled separately in each 
stream. Four holes were located in the sample plate separating 
the two streams (Fig. 3). The hole size of 3.5 mm was chosen 
such that the hole Reynolds number was within the range 
encountered in practice. 

Instrumentation was provided to measure the static and 
stagnation pressure and the stagnation temperature in each 
stream. The flow rate through the cooling holes was obtained 
from calibrated orifice meters. Special precautions were taken 
to ensure high accuracy: {a) in the absence of crossflow in one 
or other stream the coolant flow was measured directly with 
an orifice meter in line with that stream; (b) when both 
streams had crossflows the coolant flow was obtained by 
difference between the flows upstream and downstream of the 
coolant channel. To ensure accuracy in this situation, con
ditions were set such that the coolant flow was at least 10 
percent of the total crossflow. Additionally, a subsidiary 
calibration experiment was run in which a range of readings 
of the upstream and downstream orifices were taken without 
mainstream crossflow thus allowing a direct measurement of 
the coolant flow to be made using an orifice meter in the 
downstream leg of the mainstream line. A chart was thus 
produced relating the coolant flow and the upstream and 
downstream orifice meter readings. This chart gave the 
coolant flow rate in the actual tests with mainstream 
crossflow more accurately in some cases than the difference 
method. 

For the case when the main and coolant streams are at right 
angles (i.e. rotor blade simulation), the sample plate was 
made in the form of a cross as shown in Fig. 4. The rig and 
instrumentation were otherwise identical. 

Test Program 

The test program comprised tests for the parallel and 

Table 1 Typical film cooling hole parameters 

Reynolds numbers 
main feed holes 
leading edge passage up to 
trailing edge passage up to 
trailing edge holes 

Mach numbers 
mainstream at hole exit (M„,) 
coolant crossflow (Mc) 

Pressure ratio across the hole 
Hole inclination (a) 
Hole LAD 
Minimum hole diameter 

0.8-1.5 xlO5 

.65X105 

.5 xlO5 

.6 xlO5 

0-1.1 
0-0.4 
1-2 

30-90 deg 
2-10 

0.2 mm 

AIR MAIN ICONTAINING FEED ORFICE METERL 

OUTFLOW ORIFICE 
METER 

COOLANT PRESSURE 
CONTROL VALVE 

INFLOW ORIFICE METER 

WORKING SECTION 
OUTFLOW ORIFICE METER " 

Fig. 2 Layout of the test rig 

COOLANT STAGNATION' 
TEMPERATURE /SECTKWXX 

COOLANT STAGNATION PRESSURE 
Ipitot lubel 

g j TEST PLATE 

LINER 

COOLANT STATIC PRESSURE 

DIMENSIONS IN mm 

Fig. 3 Details of the working section for parallel flows 

perpendicular configurations. Table 2 shows the range of 
parameters covered. 

The effect of the number of holes was shown to be 
negligible in both the parallel and perpendicular con
figurations. Four holes were used in order to increase the 
coolant flow and thereby obtain high accuracy. 

In the parallel tests, LID was taken as a parameter, but it 
was soon apparent that for the range of LID of interest (2-10) 
it had hardly any effect on Cd. This parameter was therefore 
dropped in the subsequent perpendicular tests which were 
done at one value of L/D = 6. 

The effect of the angle of inclination a was found to be 
sizeable for changes of a from 90 to 30 deg. In the first test 
series results for a = 60 deg were also obtained and fell be
tween the 30 and 90 deg results, as would be expected. The 

N o m e n c l a t u r e 

Cd = discharge coefficient = 

d = 
L = 

M = 
P = 

P+ = 

hole diameter 
length of hole 
Mach number 
pressure 
stagnation pressure 

actual flow 

ideal flow 

Re = Reynolds number 
S — hole spacing 
T — temperature 
u = velocity 
a — angle of hole axis with 

mainstream flow direction 
•q — effectiveness 
p — density 

Subscripts 
aw = adiabatic wall 

c = coolant 
d = discharge 
j = jet at exit from the hole 

oo = mainstream 
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Table 2 Details of test parameters for parallel and perpendicular flow configurations 

Parameters 

Flow configuration 
Geometric parameters Flow parameters 

D 
mm LID SID a deg Mc Ma ReXlO" Pc/P« 

3.5 2.5 
Coolant flow parallel to mainstream flow 

30 
60 
90 

0-0.4 0-0.5 1-10 

3.5 2.5 
30 
90 0-0.4 0-0.5 1-10 

1-2 

1-2 
Coolant flow perpendicular to mainstream 
flow 3.5 2.5 

30 
90 0-0.4 0-0.5 1-10 1-2 

D = Hole diameter 
LID = length: diameter ratio 
SID = spacing: diameter ratio 

a = inclination of holes 

Mc = coolant Mach number 
M„ = mainstream Mach number 

Re = Reynolds number of holes 
pt/Pa, = pressure ratio 

Table 3 Estimates of accuracy of Cd values 

M„ 

Mach numbers 

Afc = 0.0 

= 0.3 M c =0 .1 

M c =0 .3 

0<Ma,<0.5 
Mc = 0 

0<MC<0.4 
M „ = 0 

1 . 0 1 < p c V < 1 . 2 
8-3.5% 

7-3.5% 

6.5-3.5% 

= 6% 

= 6% 

Range of pressure ratio 

1.2<p+/p00<1.5 

3.5-1.5% 

3.5-1.5% 

3.5-1.5% 

= 2.5% 

= 2.5% 

1.5<p+/poo<2.0 

1.5% 

1.5% 

1.5% 

= 1.5% 

= 1.5% 

1 

Fig. 4 Cross configuration of the working section for flows at right 

differences were not so large as to warrant full program 
coverage for a = 60 deg. Hence subsequent tests were limited 
to 90 and 30 deg only. 

The ranges of M„ and Mc were set by the capacity of the air 
supply (2 kg/s) to the values shown in Table 2. 

The range of pressure ratios was taken whenever possible to 
just beyond the sonic condition within the hole. 

It was pointed out earlier that particular attention was paid 
to accuracy. With the precautions and calibrations adopted, 
the uncertainty in Cd at representative pressure ratios and 
operating conditions is typically as indicated in Table 3. In the 
majority of cases the accuracy is better than 4 percent. 

Results 
In the definition of Cd as the ratio of the actual flow to the 

ideal flow, the calculation of the ideal flow was based on the 
coolant stagnation pressure and mainstream static pressure. 

Journal of Engineering for Power 
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Fig. 7 Comparison with other workers' results 

This takes into account the dynamic head of the flow ap
proaching the hole which could be substantial at the higher 
coolant crossflow Mach numbers. The results are presented as 
a function of the ratio Pc/p<* as the main parameter, rather 
than the ratio of the dynamic head in the hole and in the 
crossflow stream, iPc—Pj) I {pt~Pc) a s u sed in reference [2], 
As there could be crossflows on both sides of the hole in this 
investigation, it is difficult to use the latter approach. 

A representative cross section of the results will now be 
presented and discussed. A more detailed account may be 
found in [3]. 

Parallel configuration, a = 90 deg. Typical results for this 
geometry are shown in Figs. 5 and 6. It is seen that Cd in
creases with/7c

+/p„ up to Pc/pco = 1.6. Beyond this value Ctf is 
substantially constant. This trend persists throughout the 
results, the plateau being reached at a lower ptlp«, value the 
lower value of Mc. The effect of Mx was generally found to 
be a weak decrease in Cd, intensifying with increasing Mc. 
The effect of Mc itself on Cd is a more pronounced decrease 
as shown in Fig. 6. 

This geometry, with zero mainstream crossflow has been 
covered by the tests of reference [2], and a direct comparison 
of the results is possible. This is shown in Fig. 7, where the 
results from this investigation have been superimposed onto 
the appropriate plot from [2]. The agreement is seen to be 
good both in the trend and value of Cd. Similar levels of 
agreement were obtained in comparisons with results from 
[4], with crossflow on the mainstream but not the coolant 
side. Thus the validity of all three sets of results is confirmed 
as well as that of the additional results given here for 
crossflow on both sides of the film cooling hole. 

Parallel configuration, a = 30 deg. The effect of M„ on 
Cd is weaker for a = 30 deg than for a = 90 deg. The effect of 
Mc is, however, opposite to the a = 90 deg trend in that Cd 
now increases with Mc as shown in Fig. 8. This is explained by 
a form of contribution from the dynamic head of the coolant 
flow. It would be interesting to know at what angle this 
change in trend occurs, an avenue worth exploring in the 
future. 

Carpet plots for high pressure ratio. It was pointed out 
earlier that Cd tends to be independent of Pc/pa for pf/p„ 
greater than 1.6. For these high-pressure ratios, the variation 
of Cd with Ma and Mc can be presented as a carpet plot as 
shown in Fig. 9 for a = 90 deg and Fig. 10 for a = 30 deg. The 
weak effect of M„ is easily seen. The stronger effect of Mc is 
equally well brought out in these plots decreasing Cd when 
a = 90 deg and increasing it when a = 30 deg. 

Perpendicular configuration. Fig. 11 shows typical results 
for a = 90 deg. The trends are similar to the parallel flow 
configuration tests but the curves level off to a slightly lower 
value of Cd. The effect of Mc is also similar. 

For a = 30 deg (Fig. 12), the effect of Mc is to decrease and 
not increase Cd as in the parallel tests. The angle of in
clination in the perpendicular configuration is no longer in the 
direction of the coolant crossflow but at 90 deg to it. A trend 

1-0 1.1 1-2 1.3 1-4 1.5 1-6 17 1.8 1-9 20 

Fig. 8 Effect of the coolant Mach number Cd at M„ = .3 

Fig. 9 Contours of constant discharge coefficient for p^/p „ > 1.6 

M. 

Coolont 
flow 

•0 .1 .2 -3 . 4 . 5 6 .7 . 8 

Fig. 10 Contours of constant discharge coefficient forp^lp„ >1.6 

similar to the 90 deg hole is therefore to be expected (compare 
with Fig. 6). 

For high values of ptlp™ when Cd becomes substantially 
constant, carpet plots can be generated as before for this flow 
configuration. These are shown in Fig. 13 for a = 90 deg and 
in Fig. 14 for a = 30 deg. The variation with Mc leads to a 
decrease in Cd for both angles. 

Summary and trend of results. Table 4 gives a summary 
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Fig. 12 Effect of the coolant Mach number on Cd at M„, = .3 

of the results and their trends for the lower and higher ranges 
of pressure ratio. It is obvious that large variations in Cd can 
occur from one set of conditions to another and Cd is very 
much smaller at low pressure ratio. The pressure side of the 
blade is one location where the pressure ratio is low and 
particular care should be exercised in choosing the values of 
Cd for this location. 

Discussion 
In the absence of crossflow on the coolant and mainstream 

sides, the flow throught a 90 deg hole reduces to that of a long 
orifice. The flow in long orifices has had extensive coverage 
[5] and is well understood. For L/D>2, the flow reattaches to 
the walls of the orifice and fills the cross-sectional area. The 
discharge coefficient reflects the pressure losses due to entry 
and the frictional losses in the length of the orifice. For high 
Re, Cd becomes constant at a value ranging between 0.8 and 
0.74 depending on LID. The results obtained in this work in 
the absence of crossflow tie in very well with the results for 
long orifices. In this situation the approach flow is essentially 
along the axis of the hole. 

When crossflow on the coolant side is introduced the ap
proach flow direction becomes perpendicular to the hole axis. 
The stream tube entering the holes has to turn through 90 deg 
and this engenders additional losses. Also, depending on the 
pressure ratio, the stream tube will not fill the cross-sectional 
area of the hole without additional expansion. This is 
equivalent to a reduction in the cross-sectional area of the jet 
entering the hole and reflects in the drop of Cd with 
decreasing pressure ratio shown in the results. 

When the crossflow is on the downstream side of the orifice 

•o 

Petperejicutar flows 
L/D=6. «. = 90° 

P^/P.^1-6 

.0 • 2 •3 -U .5 .6 .7 

Mc — * 

Fig. 13 Contours of constant discharge coefficient for pc
+/pro > 1.6 

Fig. 14 Contours of constant discharge coefficient forp^"/p„ >1.6 

L/D=6;W=30° Mainstream / .••*?*/ 
flow / S$~ 

x 30 00 
— .52 .00 

Prediction 

10 12 1.4 1.6 1.8 2-0 

r- —• 
Fig. 15 Comparison of the prediction of Cd with experimental results 

the issuing jet is "pinched" by the crossflow, again leading to 
a reduction in effective cross section and the noted decrease in 
Cd. This effect has been analysed by Rogers and Hersh [6], 
who proposed the "lid model" approach in which the stream 
surface separating the flow out of, or into, the orifice is 
modeled by a hinged, weightless lid. Their analysis is limited 
to 90 deg injection for incompressible flow with crossflow on 
either the mainstream side or the coolant side and to small 
"lid" opening angles, implying a small ratio of orifice flow 
velocity to crossflow velocity, Uj/u„. The approach has been 
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Table 4 Summary and trend of results for both flow configurations 
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Main parameters 
affecting Cd 

LAD = 6 

1.05 increases,j 4 

PclPo, 

j ^ increases^ Q 

1.05 <ppp„< 1.4 

ppp<»>\A 

1.05 <ppp„< 1.5 

p / / p » >1.5 

Parallel flow configuration 

a = 90 deg 
Cd increases by 
about 50% 

Cd is approxi
mately constant in 
the range 0.75 to 
0.85 

Cd decreases by 
about 15% from 
0.80 
Cd constant 
= 0.80 

Cd decreases by 
about 20% from 
0.80 

Cd decreases by 
about 6% from 0.80 

a = 30 deg 
Cd increases by 
about 50% 

• Cd is approxi
mately constant 
= 0.72 for M c = 0 

Cd decreases by 
about 10% 

Cd constant 
= 0.72 for Mc =0.0 
= 0.95 for Mc =0.3 

Cd increases by 
about 30% in all 
the ranges of 
pressure ratio 

Perpendicular flow configuration 

a - 90 deg 
Cd increases by 
about 60% 

Cd is approxi
mately constant in 
the range 0.7 to 
0.8 

Cd decreases by 
about 20% from 
0.80 

Cd decreases by 
about 5% from 
0.78 

Cd decreases by 
about 23% from 
0.80 

Cd decreases by 
about 6% from 0.80 

a = 30 deg 
Cd increases by 
about 60% 

Cd is constant in 
the range 0.7 to 
0.75 

Cd decreases by 
about 25% from 
0.72 
Cd constant 
= 0.72 

Cd decreases by 
about 25% from 
0.72 

Cd decreases by 
about 5% from 0.72 

extended by the present authors [3] for angled injection with 
crossflow on the mainstream side only. A first attempt (Fig. 
15) shows that the trend is being predicted, though the ab
solute values are about 20 percent too high. The model shows 
promise and has a potential for further development, par
ticularly in respect of the inlet or coolant side of the orifice, 
where the opening of the lid with increasing Mc may provide a 
satisfactory explanation of the large increase in Cd with Mc 
for the parallel flow configuration. 

When crossflows exists on both the upstream and down
stream sides of the hole it is likely that one or other end will be 
controlling. The present results show that for the geometries 
of interest in film cooling the inlet side is controlling, at least 
within the ranges of Mc and Mm covered. It is possible that 
control will transfer to the downstream side at higher values 
ofAfoo. 

The purpose of this discussion has been to highlight the 
complexity of the flow situation in these innocent looking 
geometries. The need for predictive methods seems essential 
in view of the wide range of values that Cd can assume. The 
explicit "jet in crossflow" methods of approach seem a long 
way off still, as they are not yet able to predict reliably the 
flow downstream of the jet and what is required here is the 
interaction between three domains of flow. The "lid model" 
appears to have the potential for providing interim results 
until more exact methods are perfected. 

Conclusions 
1 Further data on Cd for film cooling holes has been 

obtained and presented, in particular, data with crossflows on 
both the coolant and mainstream sides. 

2 For the simpler situation of crossflow on one side only, 
the data agree well with earlier published results. 

3 At low values of pppa, Cd is a strong function of 
pressure ratio, increasing with it. 

4 As Pc/p& increases, Cd reaches a plateau. The value of 
pt/Pa, at which this plateau is reached varies with Mc and 
M„. In nearly all cases, for ppp„ > 1.6 the plateau will have 
been reached. 

5 The values of Cd in the plateau region range between 0.7 
and 0.8, except for parallel flow a = 30 deg, and high Mc, 
when the value of Cd increases to 0.97. 

6 No analytical model exists for the prediction of Cd in the 
film cooling situation. The lid model has been extended to 
parallel flow with inclined holes with moderate success in the 
absence of coolant crossflow. Attempts to extend it to deal 
with coolant crossflow could, if successful, prove to be very 
fruitful. 
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Tuning of Turbine Blades: A 
Theoretical Approach 
A perturbation method is described which predicts the changes in eigenfrequencies 
resulting from geometrical changes of a structure. This dependence is represented 
by dimensionless functions, one for each eigenfrequency, which vary over the 
surface of the structure. The functions are presented for each eigenfrequency as 
isoline plots. An easily estimated integration of these functions allows one to predict 
a geometrical change which results in a desired change in the resonance frequencies. 
The method was applied to a turbine blade and a rectangular beam. For the turbine 
blade isoline plots are presented for the first five eigenfrequencies. Eigenfrequency 
changes up to 8 percent were modeled accurately. 

Introduction 
In this paper a method is presented which relates 

geometrical changes to eigenfrequency changes of a structure. 
This method is general and based on perturbation theory. It is 
therefore applicable to every calculation method which can 
compute eigenfrequencies and eigenmodes. In this paper the 
method is tested and compared with Montoya's calculations 
[11]. The method can as well be applied to a finite element 
calculation. 

A typical example of a structure where the resonance 
frequencies are of importance is a turbine blade. Much effort 
has been made to develop accurate prediction methods for the 
eigenfrequencies of turbine blades. If one or more of the 
eigenfrequencies are close to an exciting frequency it might be 
necessary to change the geometry of the blade so that the risk 
for resonance excitation is minimized. This change can be 
made on an already produced blade or in the design stage of a 
new turbine blade. In the first case only a removal of material 
can be considered, whereas in the second case an addition of 
material is possible. The question that then arises, is where 
and how much the geometry of the blade should be changed to 
achieve the desired changes in the resonance frequencies. The 
present method makes it possible to easily and quickly 
determine the necessary geometrical change. 

The perturbation method has been tested on two different 
geometries, a rectangular beam and a turbine blade. The 
results from the perturbation method have been compared to 
Montoya's calculations [11] with good agreement. 

Theoretical Basis 
Different forms of the perturbation theory have, for a long 

time, been applied to various fields in theoretical physics. The 
first application of the theory to perturbations of the 
boundary geometry in eigenvalue problems was made by 
Brillouin [1], The problem of resonance frequency changes in 
turbine blades due to changes in geometry can be seen as a 
special case of this application. Brillouin [1] and later 

Wasserman [2, 3], Cabrera [4], and Saito [5] transformed the 
disturbed geometry to the undisturbed geometry. Using this 
method they could obtain a -problem of perturbations in the 
differential operator and boundary conditions instead of the 
boundary geometry. Alternatively, Feshbach [6] transformed 
the differential equation, with the help of a Green's function, 
to an integral equation. He could with this integral equation 
obtain iterative formulas for the disturbed eigenvalues and 
eigenmodes. Jones [7] has studied the effects of perturbations 
in mass and stiffness of a discrete vibrating system. 

These different approaches however give the same result in 
different forms for the first-order approximation to the 
disturbed eigenvalues, and in most cases, it is the first-order 
approximation which is of importance. 

Cawley [8] has applied the first-order perturbation theory 
to the prediction of defect location from measurements of 
resonance frequencies. Stetson [9] describes a method to 
obtain an optimum design by using holographic 
measurements and the perturbation theory. In [10] he 
discusses the inversion of the first-order perturbation theory. 

Below, the first-order approximation to the disturbed 
resonance frequency will be described. The resulting formula 
is put in an easy form and the result is valid for a linear elastic 
material. 

The material is assumed to be linear elastic 

/ 3 3 \ 
aij = Cijk\ ik\ ~ ( LJ LJ Cu'k\ ekl , 

v * = l 1=1 ' 

CyM = CklU 

*ki= j ("*,/ + "/,*) 

(1) 

(2) 

(3) 

The equations of motion for the resonance frequency 
calculation take the following form for the undisturbed 
geometry, Fig. (1). 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 11, 1981. Paper No. 82-GT-148. 

o%nj=0 

ul =0 

in V (4) 
on CT (5) 
on Cu (6) 
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In equation (4) a comma denotes a differentiation with 
respect to Xj. 

The solutions to equation (4-6) are the undisturbed 
eigenfrequencies and eigenmodes. 

u„/2ir = nth resonance frequency 
u 1 = nth eigenmode 

For the disturbed problem, equation (4) is not changed but 
the geometry of the boundary is changed, as is shown in Fig. 
(1). 

ff^ + w„'2«/«=o in V (7) 

oynnj = 0 on C'T (8) 

u / "=0 on C'u (9) 

If the change in geometry is small compared to the 
dimensions of the structure, one can assume that the disturbed 
eigenmodes do not differ much from the undisturbed 
eigenmodes. 

Thus: 

o'u" = <*//(«*)+Mwit) 
l w ; ' L a x < < l M " L a x . l ^ ( W ? ) l m a x < < l f f g - ( w 2 ) l 

(10) 

(11) 

Equation (4-10) are then the equations and ; boundary 
conditions for the disturbed eigenfrequency o>„ and the 
correction w". 

ffW(w2)+W(;
2w7+p(w^-«5)«7=0 in V (12) 

°ij(wi)nj=-alj(u"k)nj on C'T (13) 

Wl = -u1 on C'y (14) 

From equation (12-14) and equation (11), the restrictions 
on the geometrical changes can be deduced. 

d//<<l (15) 

l n , - n / l < < l (16) 

d - largest distance between the disturbed and un
disturbed geometry 

/ = typical length of the structure 
n, — n'j = difference in normal vector between the disturbed 

and undisturbed geometry 

Although condition (16) is not as obvious as condition (15), 
it is just as important. The normal vector condition implies 

that small concentrated cuts in material, such as cracks, 
cannot be included in the present analysis; the geometry 
change must both be small and smooth. 

By multiplying equation (12) with u" and integrating over 
the volume, V, it is possible to calculate the disturbed 
resonance frequency. 

\ v , oijJ(w'll)u'!dV+\iv o>;,2w?u? dV 

+ \j^ p(w^-<4)u1u1 dV=Q (17) 

Equation (17) can be rewritten by using the Gaussian 
theorem and equation (1, 2, 4, 13-16). These operations result 
in 

- ( , o1J(u"k)nju1dS+\ , tfiuDnjU? dS 
0 Cf J C(j 

+ ( ~ - l ) \ o>2„Pu?u?dV=0 (18) 

In equation (18) the unknown correction, w", does not 
appear. It was eliminated by the use of equation (13) and (14) 
and the conditions (15) and (16). The unknown eigen
frequency, w'n, can now be expressed as a function of the 
known undisturbed eigenfrequency and eigenmode. A 
rewriting of the surface integrals in equation (18), with the use 
of the Gaussian theorem, gives the following expression for 

<i-wS W" J A^7 
{W„-Tn)dV 

+ — f (Wn-T„)dV\ (19) 
W" J AV„ I 

AVT - volume between CT and C'T 

AVu = volume between Cy and Cy 

W"o=l\vtfM)4M)dV=l\vP"2nU?u?dV (20) 

W n * 2 00 («?)«(/(«?) (21) 

N o m e n c l a t u r e 

b 

CT 

C'r = 

Cu 

CI, = 

E 
h 

I 

amplitude of the vibrations of 
the rectangular beam 
width of the rectangular beam 
components of elastic stiffness 
part of the undisturbed 
boundary where the tractions 
are zero 
part of the disturbed bound
ary where the tractions are 
zero 
part of the undisturbed 
boundary where the 
displacements are zero 
part of the disturbed bound
ary where the displacements 
are zero 
Young's modulus 
axial moment of inertia 
length of the rectangular beam 
outward normal vector of the 
undisturbed boundary 

n, = 

S = 

T = 
Uk = 

U"k = 

V = 

V = 

WL = 

outward normal vector of the 
disturbed boundary 
distance between the un
disturbed and the disturbed 
boundary 
cross sectional area of the 
rectangular beam 
kinetic energy per unit volume 
displacement vector 
nth undisturbed eigenmode 
nth disturbed eigenmode 
volume of the undisturbed 
structure 
volume of the disturbed 
structure 
correction to the n-th un
disturbed eigenmode (w" = 
«? - u;tt) 
total strain energy in the n-th 
eigenmode 

W = 
X = 

y,z 

x„ .= 

p = 

*li 

strain energy per unit volume 
coordinate along the beam-
axis 
distance from the neutral layer 
in the rectangular beam 
strain tensor 
nondimensional eigenvalue 
for the rectangular beam 
nth eigenfrequency 
density 
stress tensor 
stress tensor for the n-th 
undisturbed eigenmode 
stress tensor for the n-th 
disturbed eigenmode 
nth undisturbed circular 
eigenfrequency 
nth disturbed circular 
eigenfrequency 
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Fig. 1 Geometrical definition of the perturbation problem 
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Fig. 2 Geometry of the rectangular beam 

Fig. 3 Comparison between the perturbation method and Montoya 
calculations [11] for removal of material from the rectangular beam 

T„ = - pu>2
nW> « / ' (22) 

y4 

If q (xi) is the distance between the undisturbed and 
disturbed geometry, then dV = qdS. 

4i-&.L q(xi)(W„-T„) dS 

1 A q(Xi)(Wn-Tn) dS] (23) 
o JCU J 

Until now, we have dealt with a removal of material, but it 
can be shown that equation (23) also works for an addition of 
material. 

q > 0 = removal of material 
q < 0 = addition of material 

At last we can rewrite equation (23) once again to its final 
form. 

where 

f„{xi) = (Wn-T„)l{W"0IV) (25) 

With equation (24) it is now possible to predict the 
resonance frequency changes due to arbitrary geometry 
changes. The dimensionless functions, /„ (xi), describe 
completely the effects of disturbances in geometry. Isoline 
plots of the functions, /„ (xi), give a very good picture of the 
qualitative behaviour of the resonance frequencies due to 
changes in geometry. If a quantitative result is desired, the 
integrations in equation (24) have to be carried out. 

The influence of tolerances on the eigenfrequencies can 
easily be studied. In areas where the magnitudes of the 
functions, /„ (*,), are large the eigenfrequencies are sensitive 
to geometrical deviations. Thus, it is possible to designate 

« 
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4 

2h 
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" — ^ 1.0 x/l 
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RESULTS FROM 
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Fig. 4 Comparison between the perturbation method and Montoya 
calculations [11] for an addition of material to the rectangular beam 

certain areas where it is important to keep the tolerances low 
and other areas where the tolerances can be larger without 
changing the eigenfrequencies. 
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Fig. 5 Isolineplotof ?i (S), i-! = 180.55 Hz Fig. 6 Isolineplot of f2 (S), v2 = 579.07 Hz 

All the information which is available from/,, (x,) is easy to 
obtain since/,, (x,) is calculated solely from the eigenfunction 
and the eigenfrequency. 

The Rectangular Beam 

Many types of turbine blades can at least for their lower 
modes of vibration be treated with the beam-theory. A rec
tangular beam was choosen to test the accuracy of the present 
method. This geometry should in principle show the same 
dynamic behaviour as a turbine blade. An advantage of the 
simple geometry is that the analytical solutions are easily 
obtainable. The geometry of the beam is shown in Fig. 2. The 
beam was calculated with the Bernouilli-Euler beam theory 
and it was assumed to be fixed at one end. If the beam axis 
coincides with the x-axis and the beam vibrates in the y-
direction, the strain energy per unit volume, the kinetic energy 
per unit volume, the total strain energy, and the eigen-
frequencies can be expressed as 

1 . i _ X„ 

~2 
W„ -^2Ejy\ <T) (26) 

TH=X-A>EK±#n(
X-) 

" 2 I4 S "\U 

1 X* ,EIZ 

2-?r I pS 

(27) 

(28) 

(29) 

g" \ 7 / = l_cosh \" 7 ) + cos (x" 7 ) 

- k„ (sinh (\„ - j + sin (\„ - J J 

h" ( 7 ) = Lcosh \x" 7 ) ~cos \x" 7 ) 

-k„ (^sinh(X„ -j)-sia(\„ -jj 

k„ = 
cosh(X„) + cos(X„) 

sinh(\„) +sin(X„) 

The functions /„ (x,), according to equation (25), give the 
frequency sensitivity due to arbitrary geometry changes of the 
surface of a structure. With equation (26-28), /„ (JC,-) for the 
rectangular beam can be computed. 

Mxi) = (wn-T„)/(w»jv) = n(fy g?,(y)-^,(~) 

(30) 

If is is assumed that the geometry of the fixation, in other 
words, C„, is unchanged only the first integral in equation 
(24) has to be considered. Substitution of equation (30) in 
equation (24) gives the new eigenfrequencies of the rec
tangular beam. 

-L[-&4ih<i)] q(S) dS 

bhl 
(31) 

Equation (30) and (31) are valid for vibrations in the y-
direction. For vibrations in the z-direction, (y/h) in equation 
(30, 31) is changed to (z/b). 

To check the accuracy of equation (31) different geometry 
changes were made and the frequencies predicted by equation 
(31) were compared to Montoya's calculations [11] with the 
disturbed geometry. 

A parabolic change in geometry was considered. 

l(x,y,z)= < 
^ H w ) 2 ) ^ ^ 

(32) 

(x,y,z) £SD 
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Fig. 7 Isolineplot of r3 (S), u3 = 785.41 Hz Fig. 9 Isolineplot o f / s (S ) ,u 5 = 1751.58 Hz 

Table 1 Subtraction of material in region 1 

where 

; 

•\ 

j \ 
\ 
V 

/ 
/& 

/ /-#: 
r ; •. 

Fig. 8 Isolineplot of r4 (S), u4 = 891.32 Hz 

'xo-l/\0<X<Xo+l/\0 

y=±h/2 (33) 

-b/2<z<b/l 

A + sign for ^(x.j ,?) in equation (32) corresponds to a 
removal of material and a - sign to an addition of material. 

Undisturbed Disturbed geometry 
Montoya 

[Hz] 
Pert, method 

[Hz] 
Montoya 

[Hz] 
180.55 
579.07 
785.41 
891.32 

1751.58 

176.55 (-
577.99(-
779.36 (-
880.49 (-

1732.40 (-

-2.22%) 
-0.19%) 
-0.77%) 
-1.22%) 
-1.10%) 

176.63(-
577.60 (-
779.30 (-
881.18(-

1732.04(-

-2.17%) 
-0.25%) 
-0.78%) 
-1.14%) 
-1.12%) 

Table 2 Addition of material in region 1 

Undisturbed Disturbed geometry 
Montoya 

[Hz] 
Pert, method 

[Hz] 
Montoya 

[Hz] 
180.55 
579.07 
785.41 
891.32 

1751.58 

184.46 (+-2.17%) 
580.15 ( + 0.19%) 
791.42 ( + 0.77%) 
902.02 (+1.20%) 

1770.55 (+1.08%) 

184.69 ( + 2.29%) 
580.45 ( + 0.24%) 
791.15 ( + 0.73%) 
902.55 (+1.26%) 

1770.41 (+1.08%) 

By changing x0, different geometry changes were generated. 
For a removal of material according to equation (32), the new 
eigenfrequencies in the y- and ^-directions can be expressed, 
using equation (31), by 

x„/l+0.l 

(34) 

*-±N::Z[*(J) 
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Table 3 Subtraction of material in region 2 

Undisturbed Disturbed geometry 

Montoya 
[Hz] 

Pert, method 
[Hz] 

Montoya 
[Hz] 

Undisturbed Disturbed geometry 

Montoya 
[Hz] 

Pert, method 
[Hz] 

Montoya 
[Hz] 

180.55 
579.07 
785.41 
891.32 

1751.58 

179.81 (-0.41%) 
581.05 ( + 0.34%) 
804.01 ( + 2.37%) 
879.69 (-1.30%) 

1758.90( + 0.42%) 

179.86(-0.38%) 
581.95 ( + 0.50%) 
802.18 (+ 2.14%) 
881.97 (-1 .05%) 

1769.56 ( + 1.03%) 

Table 5 Subtraction of material in region 1 and addition of 
material in region 2 

Undis
turbed 

Montoya 
[Hz] 
180.55 
579.07 
785.41 
891.32 

1751.58 

Disturbed geometry 

Pert, method 
[Hz] 

175.80(-2.63%) 
579.98 ( + 0.16%) 
798.10 ( + 1.62%) 
868.71 (-2.54%) 

1739.80 (-0.67%) 

Montoya 
[Hz] 

175.93 (-2.56%) 
580.60 ( + 0.26%) 
794.90 (+1.21%) 
872.23 (-2.14%) 

1750.98 (-0.03%) 

Sum of 
separate 
Montoya-
calcula-
tion 

- 2 . 5 5 % 
+ 0.25% 
+ 1.36% 
-2 .19% 
-0 .09% 

If, instead, an addition of material is considered, the sign 
before the integrals in equation (34, 35) is changed. 

Equation (34, 35) were numerically evaluated for x0/l-
values between 0.1 and 0.9 for both removal and addition of 
material. These results were compared to Montoya's 
calculations [11] for x0ll = 0.1, 0.3, 0.5, 0.7, 0.9. In Figs. 3 
and 4 the comparisons are shown. 6f„y and Afnz in Figs. 3 and 
4 express the percentage change of the eigenfrequencies in y-
andz-direction, respectively. 

The comparison shows that the present method works very 
well in this case. Eigenfrequency changes up to 8 percent were 
modeled accurately. 

Application to a Turbine Blade 
The perturbation theory has also been applied to a turbine 

blade. The length of the blade was 400 mm, the chord 115 
mm, and the pretwist 14 deg. 

The five first resonance frequencies were calculated with 
the Montoya program [11]. The blade was assumed to be 
fixed at its root. 

part of the blade 
where the geometry 
has been changed 

180.55 
579.07 
785.41 
891.32 

1751.58 

Table 4 

181.29( + 0.41%) 
577.08 (-0.34%) 
766.36 (-2.43%) 
902.80 ( + 1.29%) 

1744.23 (-0.42%) 

181.32( + 0.43%) 
574.59 (-0.77%) 
767.96 (-2.22%) 
904.23 (+1.45%) 

1733.89(-1.01%) 

Addition of material in region 2 

Cut OWQV of 
material 

original 
geometry 
changed 
geometry 

Adding of material 

u, = 
v2 = 

"3 = 
V4 = 

V5 = 

180.55 Hz 
579.07 Hz 

785.41 Hz 
891.32 Hz 

1751.58 Hz 

first bending 
first edge-wise bending, 
strongly coupled to torsion 
first torsion 
second bending 
second torsion 

The functions f„(S) (equation (25)), which describe ar
bitrary geometry changes, were calculated from the eigen-
modes and eigenfrequencies of the blade. These are presented 
in Figs. 5-9 for the first five eigenfrequencies in terms of 

^ ^ 

Fig. 10 First change in geometry for the turbine blade 

part of the blade 
where the geometry 
has been changed 

changed 
geometry 

changed 
geometry 

^ ~ ^ 

Fig. 11 Second change in geometry for the turbine blade 

"isoline" plots. The "isolines" are lines on the blade surface 
where the functions /„ (S) are constant. For each eigen
frequency, two plots are required: one for the pressure side 
and one for the suction side. 

If the function /„ (S) is positive, (i.e., dark parts in the 
Figs. 5-9), a subtraction of material decreases the eigen
frequency and an addition of material increases the eigen
frequency. If/„ (S) is negative, (i.e., white parts in the Figs. 
5-9), the opposite results can be expected. The larger the 
magnitude of/„(S), the bigger the frequency changes that 
result. 

Figures 5-9 relate geometry changes to changes in 
resonance frequencies. This information enables a prediction 
to be made of how and where to tune the turbine blade to 
achieve desired eigenfrequency changes. Furthermore, they 
also provide useful information concerning tolerances, in 
particular where the tolerances are of primary importance 
regarding spread in eigenfrequencies. Where the magnitude of 
/„ (S) is high, the tolerances give the largest spread in 
frequency. 
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From the isoline plots a qualitative prediction can be ob
tained, but a more precise result requires the integration in 
equation (24). Changes in the geometry of two different parts 
of the blade has been investigated. The first part was on the 
suction side (Fig. 10). For this case 0 < f2 (S) < 1 and 2 < 
/i (S) < 8. Thus, the first resonance frequency is expected to 
change much more than the second. Both subtraction and 
addition of material in this region were studied. In Tables 1 
and 2 the results of the perturbation method are compared to 
the calculations with the Montoya program [11]. 

The second part of the blade which was changed, was a 
region on the pressure side of the blade (Fig. 11). For this 
geometry, the fourth resonance frequency is expected to 
increase but the third to decrease from a removal of material. 
The results from this change in geometry are shown in Tables 
3 and 4. The perturbation theory and Montoya's calculations 
[11] also agree for this case. For modes 2 and 5 the agreement 
is not as good as for the other modes. This can be explained 
by the lack of insufficient accuracy in the numerical in
tegration. 

As a final test, the two different geometrical changes were 
combined. Material was removed from region 1 and added in 
region 2. The results are shown in Table 5. The agreement 
here is also good. In Table 5, the results also are compared to 
the sum of the changes from the separate Montoya 
calculations. This shows that different changes can be 
superimposed, as is also expected from the theory. 

These three tests have shown that the perturbation method 
works very well on a turbine blade. The discrepancies to 
Montoya can be explained by insufficient numerical in
tegration. 

Discussion 
To avoid resonance excitation of a structure it may be 

necessary to change its eigenfrequencies. For turbine blades 
this is generally done by changing their geometry. Material 
can be ground away from a blade, but it is not self evident 

where and how much of the material which should be 
removed. In this paper a method is described with which it is 
possible to predict the necessary geometrical changes to 
achieve desired changes in the resonance frequencies. The 
limitation of this method is that these changes should be small 
compared to the original geometry of the structure. If large 
frequency changes are desired it is believed that a step by step 
procedure should be used. 

The data necessary for this method are eigenfrequencies, 
eigenmodes and geometry of the unchanged structure. All 
these quantities usually result from a normal calculation of 
the eigenfrequencies. 
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The Use of Optimization 
Techniques to Design-Controlled 
Diffusion Compressor Blading 
A method is presented for automating compressor blade design using numerical 
optimization and is applied to the design of a controlled diffusion stator blade row. 
A general purpose optimization procedure is employed, which is based on conjugate 
directions for locally unconstrained problems and on feasible directions for locally 
constrained problems. Coupled to the optimizer is an analysis package consisting of 
three analysis programs which calculate blade geometry, inviscid flow, and blade 
surface boundary layers. The optimization concepts are briefly discussed. Selection 
of design of a two-dimensional blade section is discussed, and design results are 
presented. 

Introduction 

Throughout the history of compressor technology, blade 
shapes have been specified by geometric families or classes. 
For the most part, these families have been derived from early 
wing shapes and improved by empiricism, or have been 
directly specified from simple geometric shapes such as cir
cular arcs and parabolas. 

During the past decade, computational methods for the 
calculation of flow through compressor blade rows have 
advanced substantially, as have computer speeds. With these 
advances has come the capability to rapidly design and 
analyze flow over arbitrary blade shapes. Indeed, at the 
present time, these analysis methods are being synthesized 
into computer-aided design systems. In most cases these 
systems are "manual," i.e., nonautomated. Because of the 
great flexibility in choice of blade shape, the design process 
can become quite cumbersome and repetitive unless 
automated in some fashion. One of the most attractive 
methods for automating the design process is numerical 
optimization. Much progress has been made recently in 
bringing the technique to bear on engineering problems, 
particularly in the field of aeronautics [1]. Of the many 
numerical optimization algorithms in existence, the one used 
in [1] and described in [2] with its control program [3] is 
sufficiently general and user-oriented to be of particular 
interest. It is used in the work reported herein, and is coupled 
to analysis programs which calculated blade shape, the in-
viscid flow field, and the boundary layer for a two-
dimensional blade section. 

With the advent of arbitrary blade shapes, the concept of 
controlling velocity diffusion (and consequently boundary 
layer growth) on the suction surface has received increasing 
attention. In the transonic flow regime, such blading has 
generally been referred to as "supercritical blading" since the 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 11, 1982. Paper No. 82-GT-149. 

local supersonic flow is controlled as well as the boundary 
layer growth. In the subsonic regime the blading is often 
simply referred to as "controlled diffusion." Methods of 
analysis have generally been inverse, in which a velocity 
distribition of a general Stratford type [4] is prescribed at the 
outset, and a blade shape derived from it [5, 6]. 

The problem addressed in the present work is the redesign 
of a high-subsonic stator blade row utilizing a controlled 
diffusion blade shape. The analytical methods are direct 
rather than inverse. A blade shape is initially prescribed and 
aerodynamic performance calculated. Perturbations on the 
blade shape are effected and aerodynamic performance 
recalculated until specified conditions are met. The resulting 
velocity distributions over the suction surface of the blade are 
also of the general Stratford type, but in this case are con
trolled by constraints imposed on the geometric and 
aerodynamic parameters. 

The subject stator row uses the same flow path and velocity 
triangles as the first stage stator of the NASA Two-Stage Fan 
[7]. The original design was highly successful, showing a first 
stage peak adiabatic efficiency if 87.0 percent, and a 
remarkably low radial distribution of loss across the stator. 
Consequently, significant improvement in performance with 
controlled diffusion blading cannot be expected, nor is that 
the purpose of the present work. The principal objective of 
the work presented herein is to develop and demonstrate the 
feasibility of an automated design procedure based on 
numerical optimization. Experimental evaluation of the 
resulting design is planned for both a single-stage en
vironment and a two-dimensional cascade (midspan blade 
section). 

Analysis Methods 

Blade Section Geometry. The blade section geometry is 
generated by a polynomial element program. This program 
has been extracted from the NASA Design Program which is a 
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streamline curvature design procedure [8]. Blade section 
nomenclature is presented in Fig. 1. The meanline of the blade 
is described by two polynomial segments, each of which can 
be specified by up to a quartic polynomial. The polynomial is 
a fit of local mean-line blade angle against mean-line distance. 
The fraction of chord from the leading edge at which the two 
polynomial segments join is referred to as the transition 
location, T. The polynomials may be fitted beginning from 
the transition location and fitting toward the leading edge and 
trailing edge, respectively, or they may be fitted beginning at 
the leading and trailing edges and fitting toward the transition 
location. In this report, fitting from transition location 
toward leading and trailing edges for each segment is the 
mode of operation. Note that s, and s2 are both positive in 
this mode. 

The expression for blade angle distribution is given by 
equation (1). 
Front segment. 

K, =n,+AClxsl + BClxs} + CClxs]+DClxs1 (la) 

Rear segment 

K2 = K,+AC2XS2+BC2XSI + CC2XSI+DC2XS42 (lb) 

A typical distribution of blade angle is shown in Fig. 2(a). 
The blade angle at the transition location is designated as 
KTC. When fitting from the transition location, the fit is 
effected from KTC to the blade angle at inlet, KICR (front 
segment), and from KTC to the blade angle at outlet, KOCR 
(rear segment). Noted on the figure is a parameter calculated 
internally by the program, KCS, which is the blade angle 
midway between the transition location and the trailing edge. 
This parameter will be of importance in later discussion. 

Fig. 1 Blade geometry nomenclature 

The distribution of blade thickness about the mean-line is. 
also specified by two polynomials, both of which may be 
quartics. The thickness is added symmetrically on either side 
of the meanline. The fit is made from the maximum thickness 
location toward the leading and trailing edges for front and 
rear segments respectively. The leading edge and trailing edge 
may be specified as circles or ellipses. Circles only were used 
in this design. The equations for thickness distribution are 
given as equation (2). Instead of being linear, the first term is 
of square root form, which enables simulation of 65-series 
blades, if desired. 

Front segment: 

TMX 
ATlX (y/s 

-BTlxsl, 

le~sml 'vSt 

•CTlxsL-

Ss 

DTI x 4 „ (2a) 

N o m e n c l a t u r e 

ACI,BC1,CC1,DC1, 
AC2,BC2,CC2,DC2 
ATl,BTl,CTl,DTl 
AT2,BT2,CT2,DT2 

C 
F(X) 
Gj(X) 

H, 
ft i rrit 

L.E. 
KCS 

KICR 

KOCR 

KTC 

S 
S\ 
s2 

polynomial coefficients for blade 
angle distribution expression 
polynomial coefficients for blade 
thickness distribution expression 
chord 
objective function 
constraint functions 
incompressible form factor 
critical value of incompressible 
form factor at which turbulent 
boundary layer separates. 
Hiail = 2.0 in this study 
leading edge of blade 
angle with respect to meridional 
direction of blade mean line 
midway between transition 
location and trailing edge 
angle with respect to meridional 
direction of blade mean line at 
leading edge 
angle with respect to meridional 
direction of blade mean line at 
trailing edge 
angle with respect to meridional 
direction of blade mean line at 
transition location 
search direction 
along mean line, front segment 
distance from transition location 
along mean line, rear segment 
distance from maximum thickness 
location along mean line, front 
segment 

t\,h 

TMX 
T.E. 

U 
V 
X 

JfCHORD 

Subscripts 

distance from maximum thickness 
location to blade leading edge 
along mean line 
distance from maximum thickness 
location along mean line, rear 
segment 
distance from maximum thickness 
location to blade trailing edge 
along mean line 
distance from leading edge to 
intersection of two polynomial 
segments describing mean 
line/chord 
thickness of blade, front and rear 
segments respectively 
maximum thickness/chord 
trailing edge 
stream function 
surface velocity 
vector of design variables 
meridional projection of blade 
chord 

ZM = distance from leading edge to 
maximum thickness location/ 
chord 

a* = move parameter 
K = blade angle 

1 = front segment 
2 = rear segment 

m = number of constraints 
n = number of design variables 

ps = pressure surface 
ss = suction surface 

t = transition 
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Rear segment: 

TMX _ / , , sm2 
h = —r— +ATlx(\lsin2e -sml -y/sm2e + —7—-

2 V 2~Jsm2e 

-BTlxsl,2 -CT2xs l , 2 -DTlxs?„2 (2b) 

Potential Flow Solution. The potential flow about the 
blade section in the two-dimensional, blade-to-blade plane is 
calculated by the method developed by Katsanis, TSON1C [9]. 
The program solves the stream function equation by finite 
difference techniques for the subsonic, compressible flow 
regime. It is necessary to specify as input the fluid properties, 
inlet total temperature and density, weight flow, blade 
geometry, inlet and outlet flow angle, finite difference mesh, 
and a meridional distribution of streamtube height and total 
pressure loss. In the design presented herein, a linear 
distribution of streamtube height and estimated total loss was 
utilized. 

Because the nature of the equations dictates that the 
solution be of a boundary value type, the outlet flow angle 
must be specified on the downstream boundary. This ef
fectively sets the Kutta condition. Since this condition is 
related to one of the constraints chosen for the optimization 
process, its discussion will be reserved until later. 

Boundary Layer Calculations. Blade surface boundary 
layers were calculated using the program developed by Mc-
Nally [10]. In addition to the surface velocities, required input 
includes upstream flow condition, fluid properties, and blade 
surface geometry. Among the output provided by the 
program are the conventional boundary layer thicknesses, 
form factors, wall friction coefficient, and momentum 
thickness Reynolds number. 

The program uses integral methods to solve the two-
dimensional compressible laminar and turbulent boundary 
layer equations in an arbitrary pressure gradient. Cohen and 
Reshotko's method [11] is used for the laminar boundary 
layer, transition is predicted by the Schlicting-Ulrich-
Granville method [12], and Sasman and Cresci's method [13] 
is used for the turbulent boundary layer. 

A boundary layer which is initially laminar may proceed 
through normal transition to a turbulent boundary layer, or it 
may undergo some form of laminar separation before 
becoming turbulent. To provide flexibility for analyzing this 
behavior, several program options are available to the user. 
The calculations may proceed from a laminar boundary layer 
through transition to turbulent calculations. However, if 
laminar separation is predicted before transition, the tur
bulent calculations may be started by specifying a factor by 
which the last calculated value of momentum thickness is 
multiplied (this value is commonly chosen to be 1.0 to satisfy 
conservation of momentum). This new momentum thickness 
and a value for form factor based on the last calculated 
momentum thickness Reynolds number are used as initial 
values for the turbulent calculations. 

Optimization Program. The optimization algorithm in 
Fortran code is known as CONMIN, and is reported in [2]. A 
general purpose control program known as COPES is coupled 
to the algorithm [3]. 

The general mathematical representation of a numerical 
optimization problem is stated as 

Minimize OBJ=F(X) 

subject to Gj(X)<0. j=\,m 
X'iKX/KXf i=\,n 

(3) 

A'is a vector consisting of the design variables. X\ and X" are 
the lower and upper bounds on the design variables and are 

referred to as side constraints. OBJ is the objective function. 
If the designer wishes to maximize a function, OBJ may be 
defined as the negative of the function. Gj(X) set the con
straint functions which the design must satisfy. When 
Gj(X)<0, it is said to be inactive; when Gj(X)>0, it is 
violated. When it is within a tolerance band about zero, it is 
active. F(X) and Gj(X) may be implicit or explicit functions of 
the design variables X, but must be continuous. (Note: this 
should be carefully considered when formulating these 
functions when they are calculated from finite difference 
solutions or at discrete stations.) 

An initial design vector, X, is specified by the user. It may 
be feasible or infeasible, i.e., if it satisfies the inequalities of 
equation (3), it is feasible. If a feasible initial design can be 
found, it is usually more efficient to begin with it, at least for 
the types of problems discussed herein. An iteration process is 
then begun which follows the recursive relationship 

X"+] =X" + a*S" (4) 

q is the iteration number; the vector S is the search direction in 
the n-dimensional space; and the scalar a* (move parameter) 
defines the distance of travel in direction, S, and is found by 
interpolation. 

The search direction, S, is initially obtained by moving in 
the direction of steepest descent (negative gradient of the 
objective function) without violating constraints. The 
procedure is then repeated using a conjugate direction 
algorithm in determining a new search direction. Whenever a 
constraint is encountered, a new search direction is found 
using Zoutendijk's Method of Feasible Directions. An op
timum has been achieved when no search direction can be 
found which will further reduce the objective function 
without violating a constraint. 

Optimization of Stator Blade Section 

Formulation of a specific optimization problem involves 
choice of an objective function (the quantity to be optimized), 
choice of constraints, and choice of design variables. In the 
present design problem, optimization of a two-dimensional 
stator blade section was performed at the 90 percent span 
from tip section. This location represented the most difficult 
design problem as measured by blade loading requirements. 

Results of preliminary calculations of an initial blade shape 
which meets the specified velocity triangles at the 90 percent 
span location are shown in Figs. 2-4. Figure 2 shows the 
distribution of blade angle and blade thickness along the 
mean-line, and the corresponding blade shape. Figure 3 is the 
surface velocity distribution corresponding to the blade 
shown in Fig. 2. And Fig. 4 represents the incompressible 
form factor distribution along the suction surface obtained 
form the boundary layer calculations. 

The initial blade design was essentially an arbitrary choice. 
The blade angle distribution and thickness distribution plots 
were determined by running the blade geometry program in a 
graphics mode. In this mode, the distributions can be 
generated by curvefitting through points which are input by 
the user. The process is therefore intuitive, and guided by 
experience. The only restriction to the process is the 
desirability, with regard to optimization theory, that the 
design be feasible. Note that for the initial design selected, the 
turbulent boundary layer separates at 64 percent of chord. 

A properly designed controlled diffusion blade should 
experience no suction surface boundary layer separation. This 
criterion is incorporated into the objective function. The 
following penalty function type of objective function proved 
to be the most successful 

OBJ = FORMAX - XSEPOX (5) 

FORMAX is the maximum incompressible form factor (//,) 
occuring over the rear portion of the blade, and XSEPOX is 
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(b) Thickness d is t r ibu t ion . 

(c) Blade shape. 

Fig. 2 Initial blade geometry used in optimization search 

the separation location of the turbulent boundary layer ex
pressed as a proportion of chord length. 

OBJ was minimized. Reducing FORMAX acts to increase 
the separation location, XSEPOX. Simultaneously reducing 
FORMAX and increasing XSEPOX acts to reduce OBJ. 

Design Variables. Nine design variables have been 
selected, all of which describe the geometry of the blade. 
These variables are: 

T, transition location of two mean-line polynomials; 

ZM, maximum thickness location; 
KOCR, the exit blade mean-line angle (deg.); 
AC\,BC\, first two coefficients of front segment mean-
line polynomial; 
AC2,BC2,CC2,DC2, all four coefficients of rear 
segment mean-line polynomial. 

The velocity triangles are fixed for the blade section, thus 
fixing the loading or overall velocity diffusion across the 
blade row. By allowing KOCR to vary, the blade camber 
angle is allowed to change. The trailing edge or Kutta-type 
condition is controlled through a constraint described below. 

Incidence angle is not allowed to vary. It is fixed at the 
value used in the original design [7] simply as a designer's 
preference. If it should become desirable or necessary to allow 
incidence angle to vary, it can easily be incorporated by in
cluding KICR as a design variable, and retaining the same 
velocity triangle information. 

Although the maximum thickness location, ZM, is allowed 
to vary, the coefficients of the blade thickness polynomial are 

300 
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Fig. 3 Initial surface velocity distribution 
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Fig. 4 Initial design-suction surface turbulent boundary layer form 
factor distribution 

held fixed at the values used in the preliminary (initial) blade 
shape, strictly as a designer's choice. 

Each of the above variables is allowed to vary within user-
selected limits. The upper and lower bounds for each are listed 
below, and in optimization theory are referred to as side 
constraints. The side constraint values are chosen as a result 
of experience. Beyond certain values, a realistic blade shape 
will not result. In addition, certain extreme combinations of 
variables may cause convergence problems in the geometry 
program, and so are best avoided. 

Transition loc./chord, T 
Max thickness loc./chord, ZM 
Outlet blade angle, KOCR 
All coefficients 

Lower 
bound 

.20 

.35 
- 1 0 . 
l . E - 1 5 

Upper 
bound 

.40 

.55 
- 2 . 
l .E+15 

Constraints. Five constriant functions are specified, all 
being implicit functions of the design variables. Two con
straints are variables calculated internally to the geometry 
program and control the blade angle distribution. By con
trolling the blade angle distribution, a controlled diffusion 
type shape to the surface velocity distribution can be insured. 
The constraints are represented in Fig. 2(a), and are KTC and 
KCS, which were previously described. They were allowed to 
vary between the following bounds 
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KTC 
KCS 

Lower bound 
32.0 

- 4.0 

Upper bound 
46.08 
11.05 

The remaining constraints are calculated in the inviscid 
flow program [9] and are described with reference to a surface 
velocity distribution. Since TSONIC is principally a subsonic 
calculation procedure, the maximum surface velocity on the 
suction surface is constrained to the subsonic flow regime. A 
search procedure locates the maximum suction surface 
velocity. This is nondimensionalized by the inlet freestream 
velocity and the ratio is defined as the constraint. The upper 
bound was set to be equivalent to Mach 1 condition. The 
lower bound is set equal to an arbitrary, small number. 

Because no boundary layer calculations are made on the 
pressure surface of the blade, a constraint is applied to 
control the velocity diffusion on the pressure surface. 
Preliminary calculations were made of typical blade shapes, 
and a pressure surface velocity diffusion (V, max/K,min) of 
1.65 was deemed to be a sufficiently safe upper bound. 
Subsequent to the optimization calculation, the pressure 
surface boundary layer of the optimized blade is also 
calculated to verify that it was truly free from separation. The 
lower bound of this constraint is set equal to an arbitrary, 
small number. 

The final constraint is chosen to set the trailing edge 
condition, the condition equivalent to a Kutta condition. This 
is also equivalent to setting deviation angle. In the present 
work, outlet flow angle is fixed, so whatever value is taken on 
by blade outlet angle, KOCR, sets deviation angle. Experience 
with some of the conventional families of blades, sup
plemented with detailed analyses, permitted guidelines to be 
set for estimating deviation for those blade families [14]. But 
such experience is lacking for controlled diffusion blading, 
which is arbitrary in shape. For conventional blading, setting 
the deviation angle such that the suction surface and pressure 
surface velocity distributions close inside the trailing edge at 
perhaps 85 to 90 percent of chord, was one possible means for 
accounting for the effects of a rounded trailing edge and 
boundary layer separation over the rear portion of the suction 
surface. For controlled diffusion blading, the object is to have 
no boundary layer separation. If this is accomplished, the 
deviation angle would be expected to be small, and there 
would be justification for allowing the suction surface and 
pressure surface velocities to close at the trailing edge, rather 
then closing earlier. 

The constraint is defined as a nondimensional difference 
between velocities on the suction and pressure surfaces at the 
trailing edge mesh line, and is expressed: 

(Vss-Vpsh.E. 
15.24 

(6) 

The denominator, 15.24, was chosen to scale the constraint to 
about order one. Upper bound was set at zero and lower 
bound at - 1.25. The velocity difference at the trailing edge 
could vary between an upper bound of zero and a lower 
bound of - 19.0 m/sec, thus permitting some closing inside 
the trailing edge. 

Modifications of Analysis Programs 

An important requirement of the optimization method is 
that the objective and constraint functions be continuous 
functions of the design variables. This necessitated certain 
modifications of the analysis programs. 

Modification of Inviscid Code. Experience with the 
TSONIC code has shown that calculations in the trailing edge 
region can be quite sensitive for some configurations. 

(al Construction of effective wake. 

(b) Original trail ing edge model (ref. 91. 

Fig. 5 Mass flow injection model: TSONIC program 

PERCENT CHORD 

Fig. 6 Representation of ideal and calculated suction surface 
velocities 

Orientation of the blade, trailing edge radius, and grid in
tersection points can affect surface velocity calculations at or 
near the trailing edge station, sometimes resulting in spurious 
behavior. Inaccurate trailing edge velocities will produce 
incorrect gradients of the trailing edge constraint described 
above, and possibly give misleading violations of that con
straint. 

The means used to avoid or reduce this tendency is to in
corporate a mass injection model at the trailing edge [15]. In 
this model, tangents are formed at the intersection of the 
trailing edge circle with the blade surface, and extended to the 
vertical grid line with forms a tangent with the trailing edge 
circle (Fig. 5). The "wake" is then extended downstream with 
an orientation determined by the downstream whirl boundary 
condition. Experience has shown this modeling to reduce the 
sensitivity of the surface velocity calculations in the trailing 
edge region. 

Modifications of Boundary Layer Code. There is 
presently no agreement concerning the initial state of a 
boundary layer on a compressor stator blade in the real flow 
environment. Some observors have measured laminar 
boundary layers, while others contend that due to high inlet 
turbulence and unsteady effects, a laminar boundary layer 
cannot persist. For the purposes of this study, the question is 
somewhat academic. An optimization design process can be 
developed for either case. In the present work the existence of 
a laminar boundary layer is assumed, which poses the more 
difficult optimization problem. 

The location of laminar separation and turbulent reat-
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tachment is of crucial importance to the optimization search 
process. The suction surface velocity distribution provided as 
input to the boundary layer calculation might ideally appear 
as represented in Fig. 6(a). In reality it might appear as in 
Figs. 6(b) and (c), due to the interrelationship of geometric 
variables such as blade stagger, solidity, camber distribution, 
thickness distribution, transition location, and maximum 
thickness location. Boundary layer calculations are initiated 
with a laminar boundary layer, which would usually persist to 
point A. Laminar separation, rather than normal transition, 
occurs there in all cases because of the steep adverse pressure 
gradient. Conservation of momentum is assumed through the 
laminar separation region, with the turbulent boundary layer 
reattached at the next calculating station. Turbulent 
separation is assumed to occur when the incompressible form 
factor reached a critical value. 

As originally modeled, point A (Fig. 6) is identified as the 
station at which skin friction becomes negative. Any sen
sitivity to design variables can cause a discontinuous jump in 
point A location. This effect carries through to directly in
fluence turbulent boundary layer separation location and the 
objective function. To establish a consistent and conservative 
criterion, the following procedure was coded. Using 
Lagrangian interpolation, three additional points are placed 
between each station in the high gradient region of the 
velocity versus distance array. A search procedure is begun 
from the trailing edge region, and locates the maximum 
velocity at the beginning of the high gradient region, point B 
in Fig. 6. Laminar separation and turbulent reattachment is 
effected at point B. 

In addition to the modifications discussed above, several 
modifications were required relating to turbulent boundary 
layer separation. A separation criterion common to com
pressor blade analyses which use integral boundary layer 
methods is the incompressible form factor, Hh Values of 1.8 
to 2.6 have been proposed and used in the past (e.g., von 
Doenhoff and Tetervin, [16]). A value of 2.0 is somewhat 
conservative and, in the experience of the author, has proven 
to be useful. The program was modified to use 2.0 as the 
critical incompressible form factor. 

In normal operation, when a form factor at a given station 
exceeds 2.0, separation is assumed to have occurred at that 
station. If calculation stations are 5 percent of chord apart, 
separation location becomes a discontinuous function, 
changing with distance in 5 percent jumps. To correct this, 
linear interpolation is used between stations to obtain the 
percent chord location corresponding to H, = 2.0. 

Because of the relation between blade angle distribution 
and thickness distribution, the incompressible form factor 
quite often resembles Fig. 7. A maximum form factor can be 
observed at C. A more conventional form factor distribution 
is also depicted in Fig. 7, where the maximum value is 
identified as D. A search procedure was added to locate the 
maximum form factor, FORMAX, which is one term in the 
objective function. 

It was observed that allowing turbulent reattachment at a 
momentum thickness equivalent to momentum thickness at 
laminar separation often resulted in initial turbulent 
momentum thickness Reynolds numbers less than 320, the 
minimum value experimentally observed for a turbulent 
boundary layer [17]. Therefore, as a final modification, the 
code was altered to provide a minimum thickness equivalent 
to a Reynolds number of 320. 

Design Results 

The optimization history is shown in Fig. 8. Most im
provement occurred in the first two iterations. At the end of 
two iterations a blade has been found with no boundary layer 
separation (XSEPOX = 1.0). Reduction of the objective 

TYPICAL OF BLADES ANALYZED 
IN THIS REPORT 

TYPICAL OF CON
VENTIONAL BLADES 

PERCENT CHORD 

Fig. 7 Turbulent incompressible form factors for different classes of 
blades 

OBJ 1.2 — 

2 4 6 
ITERATIONS 

Fig. 8 Optimization history 

function for subsequent iterations involved reduction of 
FORMAX only, since XSEPOX remained 1.0. All im
provement beyond iteration 2 provided more safety margin 
from the theoretical separation condition. CPU time on an 
IBM 370/3033 for the eight iterations was 49.48 minutes. A 
total of 85 calls on the analysis programs were made. 

The initial and final blade shapes, surface velocities, and 
suction surface boundary layer form factor are presented and 
compared in Figs. 9-11. The pressure surface boundary layer 
form factor is presented in Fig. 12. 

In the course of optimization, the geometric transition 
location moved forward from 27.3 percent of chord to 24.1, 
and the level of KTC (blade angle at transition) shifted 
downward from 36.7 deg to 34.8 (Fig. 9). The maximum 
thickness location moved rearward from 48.2 percent of 
chord to 53.6. All polynomial coefficients describing the 
blade angle distribution were altered, as would be expected, 
since they were design variables. The polynomial coefficients 
describing the thickness distribution were not altered, since 
they were not design variables. However, since the maximum 
thickness location itself changed, the actual distribution of 
thickness was altered, as is evident from Fig. 9(b). If dif
ficulties in achieving a satisfactory design had been ex
perienced, the polynomial coefficients for thickness 
distribution could have been added as additional design 
variables, but at the cost of increased computing time. Outlet 
blade angle, KOCR, changed little during the process. Large 
excursions in KOCR were prevented because it is closely 
related to the trailing edge constraint (equation (6)). 

The changes effected in the surface velocities by the op
timization procedure (Fig. 10) are a bit more dramatic in 
appearance than are the geometry changes. The peak velocity 
on the suction surface was reduced, as was the large velocity 
diffusion over the front portion of the pressure surface. The 
unconventional waviness of the pressure surface velocity is 
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Fig. 9 Comparisons of initial and final blade designs 
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Fig. 10 Comparison of initial and final blade surface velocity 
distributions 

due to the aft location of the maximum thickness. Fitting the 
thickness distribution through this maximum thickness 
location, in combination with the forward transition location, 
results in a region of reversed curvature on the pressure 
surface near the maximum thickness location, and is evident 
on Fig. 9(c). The effect on the flow carries across the channel 
and appears as a small wave on the suction surface as well. 
Aside from the dubious aesthetic appearance, no adverse 
aerodynamic effects can be attributed to this behavior. The 
calculated boundary layers appear well-behaved, with the 
maximum incompressible form factor on the suction surface 
being 1.924, and on the pressure surface 1.780. 
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Fig. 11 Comparison of initial and final suction surface turbulent 
boundary layer incompressible form factor 
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Fig. 12 Final blade design turbulent boundary layer incompressible 
form factor, pressure surface. 

In completing the design of the stator, only one other blade 
section was optimized, the hub section at the inner endwall. 
This blade element will be in the wall boundary layer, so that 
true two-dimensional flow is not expected to exist. Resulting 
transition location and maximum thickness location were not 
greatly different from the values found at the 90 percent span 
location. Blade angle polynomial coefficients different from 
those obtained at 90 percent span were obtained. However, 
for reasons relating to the blade stacking procedure, which 
will be described below, the polynomial coefficients obtained 
at the 90 percent span location were used also at the 100 
percent span. The resulting two-dimensional calculations for 
the blade with these coefficients indicated no boundary layer 
separation. 

All other blade sections were specified based on the op
timized design obtained at the 90 percent span section. Each 
of these blade sections, which lie on streamlines, is then 
radially stacked. Fabrication coordinates are interpolated at 
several planes parallel to the axis of rotation of the com
pressor. In principle, each of the blade sections on the six 
chosen streamlines utilized could be designed by optimization. 
This could and probably would result in six different sets of 
transition location, maximum thickness location, and blade 
angle polynomial coefficients. The fabrication coordinates 
are generated by a design point streamline curvature code. As 
input to this code, a radial curvefit of each of the polynomial 
coefficients must be provided. Transition location and 
maximum thickness location for each blade section are input 
directly. The blade coordinates on each streamline section are 
then generated. Finally, coordinates at the horizontal 
fabrication planes are obtained by interpolation, based on a 
cubic fit of the blade coordinates at the four streamlines most 
closely straddling the desired fabrication plane. 

Because of the curvefitting at various stages of this process, 
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(a) Surface velocity distribution. 

(b) Blade shape. 

Fig. 13 Surface velocity distribution and blade shape, final blade, 50 
percent span from tip 

prudence suggests avoiding the possibility of large radial 
variations in the design parameters. Therefore, a constant 
radial distribution of each parameter was sought, with one 
exception. Maximum thickness location was arbitrarily 
moved forward to 47 percent of chord for all sections between 
the tip and 70 percent of span from tip. Although it was not 
necessary to do this, the effect was to relieve the reversed 
curvature condition on the pressure surface. The transition 
location and all polynomial coefficients were maintained at 
the same values obtained for the optimized 90 percent span 
section. At the 100 percent span section, transition and 
maximum thickness locations found from optimization at 
that section were used (0.26 and 0.52, respectively), and blade 
angle polynomial coefficients equivalent to those at 90 percent 
span were used. Thus, neither the polynomial coefficients for 
blade angle nor maximum thickness varied radially. Tran
sition location was constant from tip to 90 percent span, and 
differed only slightly at 100 percent span. Maximum thickness 
location was constant from the tip to 70 percent span at 0.47, 
moved rearward to 0.53 at 90 percent span, and slightly 
forward to 0.52 at 100 percent span. The exit blade angle, 
KOCR, varied only slightly from tip to hub in a range from 
- 3 . 7 to - 4 . 0 . Since design exit flow angle is zero deg for all 
sections, the negative value of KOCR represents deviation 
angle. If, indeed, the boundary layer does not separate from 
the blade as theoretically predicted, the deviation angles of 
about 4 deg may be more realistic than they appear to be. The 
blade geometry and surface velocity distributions for the 
blade sections at midspan and 10 percent span from tip are 
shown in Figs. 13 and 14. 

Summary and Concluding Remarks 

A method has been presented for automated compressor 
blade design using numerical optimization techniques. The 
method was applied to the design of a controlled-diffusion 

(b) Blade shape. 

Fig. 14 Surface velocity distribution and blade shape, final blade, 10 
percent span from tip 

stator blade row. Three analysis programs were coupled to the 
numerical optimization program: a blade geometry 
generation program which uses polynomial representation for 
blade angle and thickness distributions, a compressible, in-
viscid flow program, and an integral boundary layer 
program. Seven of the nine design variables were related to 
blade angle distribution, another located the maximum 
thickness of the blade, and the last controlled camber and 
deviation angles. Two constraint functions operated in the 
geometry program to produce shapes with controlled dif
fusion velocity distributions. Constraint functions applied in 
the flow analysis programs limited suction surface velocities 
to the subsonic regime, limited the velocity diffusion on the 
pressure surface, and set the trailing edge condition for in-
viscid calculations. The objective function, which was 
minimized, was of a penalty function form, and effectively 
produced a blade whose suction surface turbulent boundary 
layer did not separate. 

The optimization procedure for the subject blade section 
required eight major iterations involving 85 calls on the 
geometry/aerodynamic analysis programs. Total CPU time 
on an IBM 370/3033 computer was 49.48 minutes. 

When using the numerical optimization procedure, it was 
essential that the gradients of the constraint and objective 
functions be smooth and accurate. Therefore, some 
modifications of the analysis programs were necessary to 
ensure that these functions were continuous. 

The design problem, as formulated here, produce a blade 
shape which satisfied the design criteria, while holding the 
polynomial coefficients describing thickness distribution, the 
value of maximum thickness, and the incidence angle con
stant. The method thus still offers great flexibility for 
adaptation to more demanding design requirements. 
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Convective Heat Transfer in a 
Rotating Cylindrical Cavity 
In order to gain an understanding of the conditions inside air-cooled, gas-turbine 
rotors, flow visualization, laser-doppler anemometry, and heat-transfer 
measurements have been made in a rotating cavity with either an axial throughflow 
or a radial outflow of coolant. For the axial throughflow tests, a correlation has 
been obtained for the mean Nusselt number in terms of the cavity gap ratio, the 
axial Reynolds number, and rotational Grashof number. For the radial outflow 
tests, velocity measurements are in good agreement with solutions of the linear 
(laminar and turbulent) Ekman layer equations, and flow visualization has 
revealed the destabilizing effect of buoyancy forces on the flow structure. The mean 
Nusselt numbers have been correlated, for the radial outflow case, over a wide 
range of gap ratios, coolant flow rates, rotational Reynolds numbers, and Grashof 
numbers. As well as the three {forced convection) regimes established from 
previous experiments, a fourth {free convection) regime has been identified. 

Introduction 

In order to estimate the thermal growth and fatigue life of 
turbine and compressor disks, the gas turbine designer needs 
to calculate the temperatures of these disks. In a real engine 
the disk geometry is complicated, but the essential features of 
two important cases are shown in Fig. 1. Figure 1(a), a 
rotating cylindrical cavity with axial throughflow, is a sim
plified representation of two corotating compressor disks 
where cooling air passes axially through a central hole (or 
annulus, if a central shaft is present). Figure 1(b), a rotating 
cavity with radial outflow, represents two air-cooled 
corotating turbine disks. 

Both cases were studied by Owen and Bilimoria [1], who 
measured Nusselt numbers on the heated downstream disk of 
the cavity. For the axial throughflow case, the flow structure 
is illustrated in Fig. 1(a) where the central jet creates sec
ondary recirculating flow in the cavity. The structure of this 
flow depends on the gap ratio, G(G = s/b, s being the axial 
gap between disks of radius b), the axial Reynolds number, 
Rê , (Rez = 2fVa/v, W being the bulk mean axial velocity in 
the inlet pipe, a the inlet radius, and v the kinematic viscosity), 
the rotational Reynolds number, Re ,̂ (Re ,̂ = Qb2/u, fi being 
the angular speed) and the Rossby number, e(e = 
W/Ua= /2&2Re,/a2Re0). For the tests of Owen and 
Bilimoria, where 0.13 < G < 0.4, it was found that, at 
certain values of the Rossby number, the Nusselt number 
could change dramatically. These changes were attributed to 
spiral vortex breakdown, where the central axial jet precessed, 
or whirled, about the axis and affected the flow structure 
inside the cavity. In a separate study on a smaller isothermal 
rig with G = 0.53, Owen and Pincombe [2] found that this 
turbulent spiral vortex breakdown occurred for 21 < e < 100. 
Although forms of vortex breakdown persisted for e < 21, 
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Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 11, 1981. Paper No. 82-GT-l 51. 
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Fig. 1 Schematic representation of a rotating cylindrical cavity 

the effects were less dramatic; and it was found that the size of 
the recirculation flow zone tended to reduce with decreasing 
Rossby number leaving the outer part of the cavity in solid-
body rotation. 

Figure 1(b) provides a simplified representation of the flow 
structure in a rotating cavity with radial outflow. The inner 
layer distributes flow from the source into two Ekman layers, 
and the outer layer redistributes the flow into the sink; the 
interior core rotates, but the axial and radial components of 
velocity in the core are zero. Hide [3] analyzed the isothermal 
laminar case for a uniform radial source and sink, and Owen 
and Pincombe [4] obtained velocity measurements for the 
radial inlet case of Hide as well as for the axial inlet case 
shown in Fig. 1(b). For isothermal laminar flow in a cavity 
with G = 0.267, the measurements suggested that the flow in 
the Ekman layers became turbulent for Rer a 200 (where Rer 

= Q/lwur, Q being the volumetric flow rate and r the radial 
distance from the center of the cavity). 

For turbulent radial outflow in a heated cavity, Owen and 
Bilimoria found that the mean Nusselt numbers showed three 
distinct regimes. In regime I, at low rotational speeds and high 
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flow rates, the Nusselt number was virtually independent of 
rotational speed; in regime II, at higher rotational speeds, the 
Nusselt number increased with both speed and flow rate; in 
regime III, at the highest rotational speeds tested (Re^ > 
106), the effect of rotational speed was again weak. 

In this paper, the work of Owen and Bilimoria is extended. 
For the axial throughflow case, tests are conducted using a 
"restricted outlet" where the bore of the outlet tube is 
reduced to model more closely the geometry of a stack of 
compressor disks; and, for the radial outflow case, tests are 
conducted over a wider range of flow rates. For both cases, in 
order to provide data for the designer, correlations of the 
mean Nusselt numbers are obtained. 

2 Experimental Method 

2.1 The Experimental Assembly. As the rotating rig 
used in these experiments was a modified version of that 
described in [1], only the main features and modifications are 
described below. 

The cylindrical cavity comprised two 12.5-mm thick 
stainless-steel disks and a peripheral 1.5-mm thick paxolin 
shroud. The disks had an outer diameter of 762 mm, and each 
disk was connected to a central rotating tube which had a bore 
of 76 mm. The spacing between the disks was variable up to a 
maximum of 203 mm. The two disks were connected by a 
central drive-shaft of 25-mm dia, and the whole assembly 
could be rotated up to 2750 rev/min by a thyristor-controlled 
d-c motor. 

Air could be fed into the cavity through the center of one 
disk (the upstream disk) and could generate either an axial 
throughflow or a radial outflow. For the axial throughflow 
case, the air left through the center of the second (down
stream) disk; for the radial outflow case, a perforated shroud 
was used and the outlet tube from the downstream disk was 
sealed. For the outflow tests, the shroud had thirty holes, of 
28.6-mm dia, spaced at 12 deg angular intervals on the 
midaxial plane (z/s = 0.5). 

The cooling air was supplied from a centrifugal fan and 
cooled to ambient temperature by a heat exchanger. The flow 
rate was measured either by a venturimeter or (for flow rates 
below 0.02 m3/s) by a rotameter. Although the flow meters 
had been calibrated to an accuracy of approximately 3 per
cent, leakage between stationary and rotating components in 
the rig could cause significant errors. 

The disks were instrumented with ten 0.13-mm dia chromel-
constantan thermocouples embedded at 34 mm radial in
tervals on each face. Signals from the thermocoules on each 
disk were brought out through two silver/silver graphite slip 
ring units, and the voltages were measured by a digital 
voltmeter (resolution 10^V) and recorded by a data logger. 
The outer face of the downstream disk was heated up to 
100°C by radiation from thirty 750-W electric firebar 
elements; the elements, which were stationary, were 
equispaced tangentially over the outer 180 mm of the disk. 

In order to determine the effects of different inlet con
ditions and cavity geometries on the flow and heat transfer, a 
number of modifications were made to the basic rig. For some 
axial throughflow tests, an aluminium honeycomb (with 3-
mm effective hole diameter and 77-mm long) flow 
straightener was inserted in the inlet tube immediately up
stream of the upstream disk. In order to simulate the reduced 
hub diameter of a compressor stack, some axial throughflow 
tests were conducted with the inside diameter of the down
stream disk reduced from 76 to 61 mm. 

Details of the flow visualization and laser doppler 
anenometry, which was used to determine the flow structure, 
are given by Owen and Pincombe [5]. 

2.2 Analysis of Heat Transfer Data. As the method of 
analysis has been described elsewhere (see [1]), only the • 
essential features are presented below. 

At each test condition, twenty successive readings of the 
complete set of surface thermocouple e.m.f.s were recorded. 
From these, the mean temperature and standard deviation 
(typically 0.1°C) for each thermocouple location was 
calculated. The mean temperatures were fitted, by a cubic 
spline, to provide boundary conditions for Laplace's 
equation, where 

1 3 / dT\ d2T _ 
r dr \ dr / dz2 dz2 

At r = a and r = b, the "one-dimensional assumption' 

1 9 / dT\ d2T 

that 

dr V dr / dz2 = 0 (2) 

was made. 
From the numerical solution of Laplace's equation, the 

heat flux, q, on the inner surface of the heated disk was found 
from a second-order, backward-difference formula. The local 
Nusselt number, Nu, was then calculated from 

N o m e n c l a t u r e 

a = inner radius of 
cavity 

b = outer radius of 
cavity 

c = constant 
C„, = dimensionless 

coolant flow rate, 
Q/vb 

G = gap ratio of 
cavity, s/b 

Gr = Grashof number, 
$MXl2bA/v2 

k = thermal con
ductivity 

Nu = local Nusselt 
number, qr/k(Ts 

- TTei) 
Nu = mean Nusseltnum-

ber, qb/k(Ts — 
Trs!) 

Q = volumetric cool
ant flow rate 

Q,Q = 

Rer = 

Re. 

Re* 

Tl < T'ref > Ts , Ts 

local, radially-
weighted average 
heat flux 
radius 
radial Reynolds 
number, 
Cw/2v(r/b) 
axial Reynolds 
number, 2Wa/c 
(Rez = 2bC„/ira) 
rotational 
Reynolds number, 
ttb2/v 
axial width of 
cavity 
temperature of: 
coolant at inlet; 
reference; disk 
surface (local); 
disk surface (mean) 
tangential compo
nent of velocity re

ferred to a station-
_ ary frame 
W = bulk-average axial 

velocity in inlet 
pipe, Q/wa2 

Z = dimensionless pa
rameter 

/3 = volume expansion 
coefficient 

AT = difference between 
maximum disk 
temperature and 
coolant tem
perature 

e = Rossby number, 
W/Qa 
(e='Ab2Rez/ 
a2 Re,) 

v. = kinematic viscos
ity 

fl = angular speed of 
cavity 
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Fig. 3 Mean Nusselt number versus Rossby number for the down
stream disk of a rotating cavity with an axial throughflow of coolant 

(equation 5) (a) G = 0.4, restricted; (b) G = 0.267, restricted; 
(c) G = 0.133, restricted; (d) G = 0.267, unrestricted 

m = qr/k(Ts-Tlef) (3) 

where Ts is the local surface temperature and Tle( is a 
reference temperature. For the axial throughflow and radial 
outflow tests, rref was taken as the coolant inlet temperature, 
Ti\ for the case of zero flow rate, Tref was taken as the 
radially weighted average temperature of the inner surface of 
the unheated disk. 

The mean Nusselt number was calculated from 

tiu = q b/k(Ts-Tn!) (4) 

where the overbar signifies the radially weighted average 
value. 

It was shown by Owen [6] that small errors in surface 
temperature measurement can create large errors in heat flux 
computed from the numerical solution of Fourier's equation. 
Onur [7] used a similar method of analysis to estimate the 
errors caused for the numerical solution of Laplace's 
equation. Two main sources of temperature error were 
considered: electrical noise on the thermocouple readings, and 
distortion of the temperature field owing to the presence of 
the thermocouple. For the noise, the standard deviation of the 
twenty readings were used to calculate the 95 percent con
fidence interval for the time-averaged temperature; the 
distortion error was estimated from Turner's [8] results. The 
resulting errors in the computed Nusselt numbers depended 
largely on the magnitude of the Nusselt numbers. For a range 
of tests, it was found that the bias caused by distortion was 
approximately double the uncertainty caused by noise, and 
the combined effect could cause errors of 13 percent in the 
calculated mean Nusselt numbers. These errors in Nu, which 
are usually much greater than the probable errors in the 
"independent dimensionless parameters" (G, Cw, Re^,), can 
be bounded but cannot be removed. 

3 The Axial Throughflow Tests 

3.1 Flow Visualization. The radiant heaters produced 
temperature profiles, on the inner (coolant-side) face of the 
heated (downstream) disk of the cavity, similar to those 
shown in Fig. 2. Although the maximum temperature could 
be controlled, it always occurred at a radial location of r/b = 
0.8. 

Optical measurements had previously been made by Owen 
and Pincombe [2] on a half-scale isothermal version of the 
present rig (but without the central drive-shaft) with a gap 
ratio of G = 0.53. For turbulent flow, flow visualization 
(using a smoke generator and slit illumination) revealed a 
toroidal vortex that decreased in size with increasing 
rotational speed. Also, for Rossby numbers in the range 21 < 
e < 100, a dramatic spiral vortex breakdown (termed mode la 
breakdown) was observed. 

For the maximum gap ratio of the present rig, G = 0.4, 
flow visualization was conducted by replacing the paxolin 
shroud by a transparent polycarbonate shroud and using 
similar optical techniques to those employed by Owen and 
Pincombe. Under isothermal conditions, the flow structure 
was similar to that referred to above, and spiral vortex 
breakdown was observed for 23 < e < 50. Flow visualization 
was more difficult under heated conditions, but for a 
maximum disk temperature of 50°C no change in the vortex 
breakdown was observed. The above tests were made with 
and without a flow straightener in the inlet, but no tests were 
conducted with a restriction in the outlet. Owing to the limited 
optical access, flow visualization was found to be un
satisfactory at smaller gap ratios. 

3.2 Heat Transfer. For heat transfer in a rotating cavity, 
Bilimoria [9] had been unable to obtain any clear trends (apart 
from results at G = 0.267) from his measured Nusselt 
numbers. In the current program, a number of these tests 
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were repeated, for G = 0.133, 0.267, and 0.4, Rez = 0.18 and 
9 x 105, 2.3 x 104 < Re0 < 2 x 106 with the flow 
straightener placed in the inlet. This was found to make no 
significant difference to the measured Nusselt numbers. 

In addition to the above experiments, a number of heat 
transfer tests were conducted without the flow straightener 
but with a restricted outlet (as described in section 2.1). This 
was found to make a significant difference to the measured 
Nusselt numbers at G = 0.133 and 0.4 but not to those at G = 
0.267. It was observed that at high rotational speeds (or, more 
precisely, at the smaller values of Rossby number), the mean 
Nusselt numbers now exhibited clear trends. 

For e > 10, in the restricted flow tests, no clear patterns 
could be seen; for e < 10 (where, according to Owen and 
Pincombe, vortex breakdown is confined to a central core that 
decreases in size with decreasing Rossby number), it emerged 
that Nu oc e~0-6. Most of the tests were conducted with the 
maximum disk temperature at 100°C, but, at the higher 
rotational speeds, heater power limitations made this tem
perature impossible to achieve. To test the effect of tem
perature level on the results, a number of runs were made at G 
= 0.4 with the maximum temperature maintained at 60°C. 
Although accuracy was lower for these lower temperature 
tests, it was apparent that buoyancy effects were significant. 

A correlation of the mean Nusselt numbers was obtained 
for 0.133 < G < 0.4,0.18 x 105 < Re, < 1.6 x 105,0.4 < 
e < 10 and 0.14 < /3AT < 0.27 (where A^is the maximum 
temperature difference between the disk and the coolant inlet 
temperature, and /3 is the volume expansion coefficient). 
From a multiple regression analysis of 38 data points, the 
correlation coefficient was 0.981 and the correlation was 
obtained in the form 

Nu = 0.57 G0-38Re°"e-°-61 WAT)on (5) 

As shown in Fig. 3, equation (5) not only fits the restricted 
outlet results with reasonable accuracy but also approximates 
the unrestricted outlet results of Bilimoria (which were not 
included in the correlation) for G = 0.267. 

For a rapidly rotating cavity, it is appropriate to base a 
Grashof number, Gr, on the centripetal acceleration rather 
than on gravitational acceleration. It is convenient to define 
the Grashof number as 

Q2b^AT — (6) Gr = :Re2
0(3Ar 

that is 

Gr <xe-2(3AT 

If the Grashof number is used to correlate the data, the 
correlation becomes 

Nu = 0.050 G°-38Re °-15Gr° (7) 
and the correlation coefficient is unchanged at 0.981. It 
should be stressed that the above correlation is only valid for 
0.133 < G < 0.4, 1 . 8 x l 0 4 < R e z < 1 . 6 x l 0 5 , and 
9 x l 0 8 < G r < 7 x l O " . 

At sufficiently small values of Rez, it is to be expected that 
heat transfer will be caused by free convection alone; and, 
under these conditions, equation (7) will be inappropriate. In 
the above mixed convection regime, the axial throughflow 
acts as heat sink and removes much of the heat transferred 
into the cavity by the hot disk; in the free convection mode, 
heat can only be removed through the unheated disk and the 
shroud. The subject of free convection will be discussed 
further in section 4.2. 

4 The Radial Outflow Tests 

4.1 Flow Visualization. Some appreciation of the 
isothermal laminar flow structure inside a rotating cavity with 
a radial outflow of fluid can be gained by referring to Fig. 
1(b). The inner layer has a substructure of its own: the flow 
enters axially, attaches to the downstream disk and moves 
radially outward as a wall jet; at the outer edge of the inner 
layer, some of this flow is released and is entrained into the 
boundary layer on the upstream disk. Outside the inner layer, 
the flow is equaly divided into the two Ekman layers, between 
which is a central core of fluid where axial and radial com
ponents of velocity are zero. The flow leaves the cavity via a 
relatively thin outer layer on the shroud. 

From the linear theory of laminar flow in Ekman layers, see 
Hide [3], the tangential component of velocity in the central 
core is given by 

K* - i l C" ( bY «n 
W-^^K^KT) (8) 

From this equation, V^ is zero when 

r/b = cC,(;Rei'
A (9) 

where c = 0.399. Owen and Pincombe [4] suggested that 
equation (9), with c = 0.44, provides a reasonable correlation 
for the radial extent of the inner layer. For sufficiently large 
values of C„, or small values of Re0 , the inner layer grows to 
meet the outer layer, and Ekman layer flows cannot exist. 

Owen and Pincombe also observed that, at a critical value 
of Rer (Rer = Cw/2%(rlb)), "finger-like disturbances" 
appeared on the Ekman layers and propagated axially across 
the central core. For Rer > 200, measured values of the 
tangential component of velocity departed significantly from 
the linear laminar theory, and this was attributed to the onset 
of turbulent flow. These "finger-like disturbances," and the 
flow structure described above, were also observed in the 
current series of tests. 

In the present tests, which were conducted with G = 0.133, 
laser doppler anenometry was used to measure the tangential 
component of velocity in the central core, and the results were 
compared with equation (8), for laminar flow, and solutions 
of the linear integral momentum equations (see Owen and 
Rogers [10]) for turbulent flow. The isothermal turbulent 
flow solution is 

fir 
• • ! • 

2.22 C5
n 

^eF" (4) (10) 

and it is interesting to note that equations (8) and (10) are 
equal when Rer = 180. For Cw < 2400 and Re < 106, 
measurements obtained by J. R. Pincombe (see Onur [7]) were 
in good agreement with equations (8) and (10). Figure 4 shows 
results obtained at r/b = 0.767 for a range of C„, at three 
different values of Re0 , and the laminar to turbulent tran
sition at C„ — 860 (Rer = 180) can be clearly seen. 

Equation (10) implies that K0 is negative for 

r/b<1.63 Ct / 1 3Re0
4 / 1 3 (11) 

but negative values of K0 were never observed. In fact, as was 
the case in laminar flow, it appeared that the inner layer 
extended to the radius where the velocity in the central core 
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was approximately zero. Using this criterion in equation (10), 
the limiting case for the central core to appear is when F0 is 
zero and rib = 1, that is, when 

Re, = 4.93 C3/' (12) 

For Reynolds number below this value, the inner and outer 
layers would be expected to merge and turbulent Ekman layer 
flow could not occur. It should be emphasized, however, that 
equation (12) is based on the solutions of the linear turbulent 
integral momentum equations; for small values of V^/Qr, 
nonlinear effects are likely to be significant. 

Flow visualization was also conducted with the downstream 
disk heated to a maximum temperature of 100°C ((SAT = 
0.27). At a "critical speed," after the Ekman layers had 
become well established, the inner layer began to oscillate 
with a frequency approximately 70 percent of the cavity 
rotational frequency. At a higher "second critical speed," the 
flow structure became "chaotic" (when viewed by the naked 
eye) and smoke appeared to fill the entire cavity making 
further flow visualization impossible. Photographs taken 
during this "chaotic" condition revealed that the flow had 
broken down into a number of cells of alternate Ekman layer 
and non-Ekman layer flow: the "chaotic" appearance was 
created by a superposition of these alternating images. There 
was some evidence to suggest that radial inflow occurred, on 
the heated disk, during chaotic flow; this, it was believed, was 
caused by the dominance of buoyancy forces, and signaled the 
onset of free convection. 

The "oscillating" and "chaotic" modes were not observed 
in isothermal flow; and, in order to establish the condition 
under which these modes appeared when the downstream disk 
was heated, a separate series of flow visualization tests was 
conducted. For a fixed flow rate, in the range 350 < Cw < 

Nu/10 

( I V ) 

10 , 30 
Re /̂105 

Fig. 6 Mean Nusselt numbers for radial outflow at 6 = 0.4 (down
stream disk heated T 0.27) 
Symbol v o A o A n a 
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equation (14a) 

0.133, 

1750, the rotational speed was increased until the 
"oscillating," then the "chaotic," mode occurred, and Fig. 5 
shows the results obtained for (3AT — 0.27. It was found that 
the oscillating mode started at Re0/C l v = 350, and the 
chaotic mode at Re0 /Cw = 640; however, once established 
the speed had to be reduced significantly before the chaotic 
flow disappeared. From tests with /3AF = 0.14, it was found 
that oscillating flow was delayed until Re0/Cvl, = 450. It was, 
therefore, presumed that these buoyancy-induced effects were 
associated with the Grashof number (Gr = 13 AT Rel); and the 
oscillating and chaotic modes wer considered to occur when 

Gr1/2/C\„ = C (13) 

where C ~ 180 for oscillating flow and C = 330 for chaotic 
flow. As is suggested in Section 4.2, equation (13) can be used 
to estimate the onset of free convection. 
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equation (14b) 

4.2 Heat Transfer. At the lower rotational speeds, heat 
transfer would be expected to be controlled by flow in the 
inner layer; at the higher speeds, the flow in the Ekman layers 
and the effects of buoyancy would be expected to dominate. 
In fact, four regimes of heat transfer were identified, and the 
mean Nusselt numbers for the heated downstream disk are 
shown in Fig. 6 for G = 0.4; similar results were obtained for 
G = 0.133 and 0.267. Owing to the leakage, which was 
mentioned in section 2, there is doubt about the accuracy of 
the results for Cw = 940 (particularly at the lower values of 
the mean Nusselt number, where the low flux levels make 
accurate computation difficult). Three of these regimes were 
formerly identified by Owen and Bilimoria [1], but the fourth 
(which is believed to be a free convection regime) had not been 
previously observed. 

Mean Nusselt numbers in each of these regimes were 
correlated using a multiple regression analysis (see Onur [7]), 
and the results are given below. 

Regime I: 

Regime II: 

Regime III: 

Nu= 1.94 G1/6C2/3 

Nu = 0.07C' / 3Rei 

Nu = 4.11G1 / 9C' / 2ReI 

(14a) 

(146) 

(14c) 

Regime IV: 

Nu = 0.707Gr°-256G° (14d) 

For regimes I, II and III, correlations were based on results 
for PAT = 0.27, G = 0.133, 0.267, and 0.400, 970 < Cw < 
79,000 and 2 x 104 < Re0 < 2.2 x 106. For regime IV, the 
correlations were based on results for G = 0.133 and 0.400, 
Cw < 1500, 109 < Gr s 1,3 x 1012. The number of data 
points used to correlate regimes I, II, III and IV were 55, 62, 
30, and 41, respectively, and the correlation coefficients were 
0.986, 0.998, 0.996 and 0.963, respectively. It should again be 
pointed out that, owing to leakage, flow measurement at the 
smaller values of C„ was subject to errors. However, in 
regime IV, where the values of Cw were small, the effect of 
flow rate on the mean Nusselt number was very weak. 

The boundary between regimes I and II was found by 
equating equations (146) and (14c) to give 

G~1 / 6C~ l / 3Rei / 2 : 

Nu 
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mean Nusselt number with Z(Z = 

C ^ R e ^ G " " ) in regime III for radial outflow: o G = 0.4, A G = 0.267, 
v G = 0.133 equation (14c) 

Similarly, the boundary between regimes II and III was found 
by equating equations (14a) and (146) to give 

G-1 /6C,; l / 4ReJ, / 12=450 (156) 

It is considered that regime I, in which rotational speed has no 
effect on heat transfer, is attributable to the case where the 
inner layer fills the cavity. However, if equation (12) gives the 
value of Re^ below which Ekman layers cannot exist, then it 
would appear from Fig. 6 that regime II occurs before Ekman 
layers are established. The start of the buoyancy-induced 
"chaotic flow," equation (13) with C = 330, is shown to 
occur in regime III on Fig. 6. It would seem that, as suggested 
in section 4.1, the "chaotic flow" is associated with velocity 
reversals on the heated disk and the onset of free convection. 
For the heat transfer tests, equation (13) can be used to 
estimate the onset of free convection, but the value of C was 
found to depend weakly on the gap ratio and on C„. 
However, for the experimental range of the correlations, free 
convection dominates for 

Gr1 VCW>530 (16) 

= 28 (15a) 

The correlations for regimes I to IV are illustrated in Figs. 
7-10. 

Just as free convection occurs at large values of Gr for 
radial outflow, so it should for an axial throughflow of 
coolant. Accordingly, a combined correlation was obtained 
using results from the radial outflow and axial throughflow 
tests. For the axial throughflow case, the results were taken 
from tests at G = 0.133,0 < Rez < 0.9 X 105, 105 < Re^ < 
2.2 x 106, and G = 0.400, Re;, = 0, 2.5 x 10s < Re0 < 2.2 
x 106. For the zero flow case, the reference temperature for 
the axial throughflow tests was taken as the average tem
perature of the unheated upstream disk (which, for tests with 
Rez > 0, was not significantly different to the coolant inlet 
temperature). 

For 70 experimental results, the combined correlation was 

Nu = 0.267 Gr0286 (17) 

and the correlation coefficient was 0.956. Equation (17) and 
the associated experimental results are shown in Fig. 11. It is 
interesting to observe that equation (17) lies between the 
accepted laminar (Nu = 0.59 (GrPr)174) and turbulent (Nu = 
0.13 (GrPr)1/3) correlations for free convection from a ver
tical plate (see McAdams [11]) if the disk radius is used for the 
linear dimension and Q26 is used in place of the gravitational 
acceleration. 
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104 < Rez < 1.6 x 10s, 9 x 108 < Gr < 7 x 10",the mean 
Nusselt number was correlated by Nu = 0.050 G0M Rez

0 1 5 

Gr031 . 
For the radial outflow tests, flow visualization was used to 

study the "classic structure," where Ekman layers form on 
the disks and a central core of inviscid fluid occurs between 
the Ekman layers and the inner and outer (source and sink) 
layers. Under isothermal conditions, measurements of the 
tangential component of velocity inside the central core were 
in good agreement with the solutions of the linear Ekman 
layer equations for both laminar and turbulent flow. For a 
constant flow rate, and with the downstream disk heated, it 
was observed that, when the rotational speed was increased 
past a critical point the inner layer began to oscillate, and at 
higher speeds the "classic structure" broke down into a 
"chaotic" flow. The occurrence of this behaviour depended 
on the dimensionless flow rate, C„,, and the rotational 
Grashof number, Gr. The "oscillating" and "chaotic" 
behaviour (which started at Gr1 /2/C l v - 180 and 330, 
respectively) was believed to signal the onset of free con
vection. 

For the three (forced convection) regimes of heat transfer 
identified by Owen and Bilimoria [1], for a rotating cavity 
with a radial outflow of coolant, correlations were obtained 
for the mean Nusselt number. The correlations were obtained 
for 0.133 < G < 0.4, 970 < Cw < 79,000 and 2 x 10" < 
Re0 < 2.2 X 106. In addition, a fourth (free convection) 
regime was identified for Gr1/2/CM, a 530 (after the ap
pearance of the "oscillating" and "chaotic" flow referred to 
above). For this regime, the mean Nusselt numbers for the 
radial outflow case, with 109 < Gr < 1.3 x 1012, (together 
with some results for the axial throughflow case) were 
correlated by 

Nu = 0.267 Gr0286 

Fig. 11 The variation of mean Nusselt numbers with Grashof number 
in regime IV for radial outflow and axial throughflow: o axial 
throughflow, v radial outflow, equation(17) 

It should be pointed out that during the free convection 
experiments the temperature and flow rate were often un
steady, and the regime IV results tend to be less reliable (as 
suggested by the lower correlation coefficient) than those in 
the other regimes. As regime IV is of great practical 
significance, it is hoped that future theoretical and ex
perimental work will enable more precise correlations to be 
made for free convection in a rotating cavity. 

5 Conclusions 

Flow visualization, laser doppler anemometry and heat 
transfer measurements have been made in a rotating cavity 
with either an axial throughflow or a radial outflow of 
coolant. 

For the axial throughflow tests, flow visualization has 
revealed the presence of spiral vortex breakdown; and as 
found in earlier isothermal tests (see [2]), the occurrence and 
scale of this breakdown depends on the Rossby number. For 
small Rossby numbers, where the effects of vortex breakdown 
are reduced, the mean Nusselt number, Nu, of the heated 
downstream disk of the cavity was correlated in terms of the 
gap ratio, G, the axial Reynolds number, Rej, and the 
rotational Grashof number, Gr. For 0.133 < G < 0.4, 1.8 x 
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lime-Marching Analysis of Steady 
Transonic Flow in Turbomachinery 
Cascades Using the Hopscotch 
Method 
A rapid, time-marching, numerical scheme based on the hopscotch method is 
presented for solution of steady, two-dimensional, transonic flow in tur
bomachinery cascades. The scheme is applied to the strong-conservation form of 
the unsteady Euler equations written in arbitrary curvilinear coordinates. Cascade 
solutions are obtained on an orthogonal, body-centered coordinate system. 
Numerical solution results for two turbine cascades are presented and compared 
with experimental data to demonstrate the accuracy and computational efficiency 
of the analysis method. 

Introduction 

Local Mach number levels in the compressor and turbine 
components of advanced-technology gas turbine engines have 
been driven well into the supersonic regime; as a result, the 
effect of shock waves on aerodynamic performance has 
become an important turbomachinery design consideration. 
In order to assess this effect, improved transonic flow cascade 
analysis methods must be developed. To be effective design 
tools, these improved methods must be accurate, stable, and 
computationally efficient. Additionally, they must be capable 
of treating the broad range of airfoil geometries and flow 
conditions encountered in modern turbomachines. 

The available transonic flow analysis methods can be 
categorized according to governing equation type as time-
dependent, Navier-Stokes equation solvers [1-4], time-
dependent, Euler equation solvers [5-10], and full-potential 
equation solvers [11-13]. Of these methods, the time-
dependent, Euler equation solvers are the only methods which 
currently satisfy all of the established criteria. Although the 
unsteady Navier-Stokes solvers are considered the ultimate 
methods in terms of analysis capability, they require excessive 
computing time and, therefore, cannot be considered for the 
routine turbomachinery design and analysis tasks. Full-
potential equation solvers, on the other hand, are very rapid, 
but they are limited to low supersonic Mach numbers as a 
result of the inherent irrotational flow assumption. 

There are two basic numerical solution techniques currently 
in use for the time-dependent Euler equations. The first is the 
class of explicit methods. The finite difference method of 
MacCormack [5] and the finite area method of McDonald [7] 
fall under this general classification. Both of these methods 
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MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-152. 

have been applied with some success to transonic cascade 
flows [6-10]. In general, explicit methods are easily im
plemented, but they suffer from long computational times 
due to the time-step-limiting CFL stability criterion. 

The second basic class of methods used to solve the un
steady Euler equations is the implicit method. Recently, 
Steger [1] employed the implicit approximate-factorization 
scheme, originally developed by Beam and Warming [3], to 
solve a steady transonic flow in a compressor cascade. The 
often-expressed advantage of implicit schemes over the ex
plicit schemes is that they are unconditionally stable re
gardless of the size of the time increment; therefore, fewer 
time steps are required to converge the solutions. Steger did 
not realize this advantage, as he reports a large number of 
time steps (3000) were needed to obtain his steady-state 
results. 

In addition to these basic methods, there exists a family of 
hopscotch methods aimed at combining the positive features 
of both the explicit and implicit schemes. Scala and Gordon 
[14] first proposed these mixed-type schemes for solution of 
the time-dependent, Navier-Stokes equations. The basic 
concept underlying these methods is to combine explicit and 
implicit finite-difference formulas at alternate points in the 
computational mesh. Gourlay [15] first gave a formal analysis 
of the hopscotch process, applied to elliptic and parabolic 
partial differential equations. Later, Gourlay and Morris [16] 
studied the application of the hopscotch method to hyperbolic 
systems. They determined that the hopscotch version of the 
Lax scheme [17] is computationally explicit, possesses optimal 
pseudoviscosity damping characteristics, and has a sub
stantial computational speed advantage over other explicit 
methods. 

In this paper, a two-dimensional version of the hopscotch-
Lax method is applied to the unsteady Euler equations written 
in strong conservation form in arbitrary curvilinear coor-
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dinates. The numerical method is applied to the computation 
of transonic turbomachinery cascade flows on the body-
centered coordinate system developed by Adamczyk [18]. 
Finally, numerical solution results are presented for two 
turbine cascades and compared with experimental data to 
demonstrate the accuracy and computational efficiency of the 
analysis method. 

Governing Equations 

The strong conservation form of the unsteady, two-
dimensional Euler equations in Cartesian coordinates can be 
written in nondimensional variables as 

where 

pu 

pv 

pea\ 

,F = 

dE dF 8G 

at ox dy 

pu 

(1) 

puz +p 

puv 

u(pe0+p) 

pv 

puv 

pv£ +p 

u(pe„+p)_ 

and where p is the density, p is the pressure, u and v are the 
velocity components in the x- and ^-directions, respectively, 
and e0 is the total internal energy. The definition of e„ gives 
the additional relation 

(7- l )P
 + 2 

(u2 + v2) (2) 

where y is the ratio of specific heats. 
For the steady flow problem of interest, the full energy 

equation is eliminated in favor of the steady state adiabatic 
flow relation 

h„ = 
IP 

(7-
„ + ~ (w2 + v2) = constant 
1)P 2 

(3) 

where h0 is the total enthalpy. Veuillot [9] and Ni [10] have 
used this simplification, and it leads to a substantial reduction 
in the computational effort required to converge the solution. 

For the numerical solution of the Euler equations, it is 
desirable first to rewrite the equations in an arbitrary 
cuvilinear coordinate system. If 

t = i(x,y) (4) 

v = v(x,y) (5) 
represent the general transformation equations from the 

Fig. 1 Airfoil geometry and coordinate system for low-solidify turbine 
vane cascade 

Cartesian coordinates to the curvilinear coordinates, £, -q, 
then the system of equations - equation (1) with the energy 
equation omitted-can be rewritten in strong conservation 
form - see Steger [2] - as 

where 
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xty, Vs 
where U and V are the contravariant velocity components in 
the £ and tj directions, respectively, and J is the Jacobian of 
the transformation. The metrics £v, £,,, t]x, rjv, appearing in 

c 
c, 

CFL 
CPU 

e0 

K 
i,j,n 

J 
N(,N, 

P 
Po 

t 
U, V 

= airfoil chord 
= projection of C onto x-axis 
= Courant-Friedrichs-Lewy 
= Central Processor Unit 
= total internal energy 
= total enthalpy 
= grid point indices in x, y, and / coordinates, 

respectively 
= Jacobian of coordinate transformation 
= maximum grid indices in £ and r/ coordinate 

directions, respectively . 

= static pressure 
= total pressure 
= time 
= contravariant velocity components in { and rj 

coordinate directions, respectively 

u, v = 

x,y = 
« { . < * , = 

7 = 
i.ri = 

P = 

Po = 

Subscripts 

x,y = 
k,n = 

l = 
' = 

velocity components in x and y coordinate 
directions, respectively 
Cartesian coordinates 
damping coefficients in £ and i\ coordinates, 
respectively 
ratio of specific heats 
curvilinear coordinates (rectangular coordinates 
in computational plane) 
static density 
total density 

derivatives in x andy coordinates, respectively 
derivatives in £ and r\ coordinates, respectively 
uniform upstream condition 
normalized variable 
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Periodic 

V-V 

a. Physical plane 

r-Periodic n = l m a x > 

b. Computational plane 

Fig. 2 Schematic of mapping from physical plane to computational 
plane for "0-type" grid 

the above relations, are obtained from the derivatives x%, xv, 
j>{, and>>, using the identities 

£.v = Jyn, £,, =-Jx„, J7.v =-Jyi,riy=Jxi 

These transformation equations are applicable to any ar
bitrary curvilinear coordinate system for which the Jacobian 
is nonsingular. 

Coordinate System 

The coordinate system used for the cascade analysis is a 
body-conforming, "0-type," orthogonal construction, shown 
in Fig. 1 for a turbine vane. The coordinate generation 
scheme, recently developed by Adamczyk [18], has the at
tractive features of providing automatic mesh clustering in 
regions of high airfoil surface curvature and producing 
periodic grids for ease of enforcing the cascade periodic-flow 
requirement. 

Adamczyk uses a hybrid approach for the coordinate 
system construction. Briefly, the grid point distributions 
along the airfoil surface and outer periodic boundaries, 
shown in Fig. 2, are determined first using an electrostatic 
analog describing the potential field around an infinite 
cascade. The interior-node coordinates are then determined 
by solving the set of Laplace equations 

xu ~^~xi -0 (7) 

This system of elliptic partial differential equations is solved 
in the rectangular computational plane (see Fig. 2) using 
standard successive overrelaxation techniques. 

Once the coordinate system is constructed, the coordinate 
derivatives x? , x, , y(, y , needed for determination of the 
metrics £v, £,,, r}x, i\y, can be obtained by simply taking finite 
differences of the known x, y coordinates in the rectangular 
computational plane. However, as Steger [2] and Hindman 
[19] note, certain requirements must be met when forming 
these derivatives in order to minimize geometrically induced 
errors. The first requirement is to satisfy the grid conservation 
law which states that the differencing procedure (backward, 

forward, or centered) used to form the derivatives must be 
identical to that used to approximate the spatial derivatives in 
the governing system of equations, equation (6). It is a simple 
matter to show that if this requirement is not met for the case 
of uniform flow, the solution algorithm will not reproduce the 
known uniform conditions. The additional obvious constraint 
on the coordinate derivatives is that the difference 
representations should be good approximations to the exact 
derivatives. 

Numerical Solution Algorithm 

A modified version of the hopscotch-Lax scheme developed 
by Gourlay and Morris [16] is used to solve the system of 
Euler equations. The hopscotch algorithm is a two-sweep 
scheme employing central differences for the spatial 
derivatives and forward and backward differences for the 
time derivatives. Applied to the system of Euler equations, 
equation (6) (with primes omitted), the algorithm is expressed 
as 

(first sweep, / +j + n even) 

p»+l _ pn . 
At 

2A£ 
(J7+l i,--/*_,,,•) 

At 

lA-q 
(Gl+l-GfJ_l) + ^{Eh1,j-2Efj 

+ £?_,,,•) + a , (Elj+l - 2Elj +E7j_,) 

(second sweep, i + j + n odd) 

pn+] _ p„ / rat i _ pn +1 \ 

(9) 

(GUU-GfJl]) + ai(E^,J-2E^ At 

2Arj 

+ £?_+ ,1 . , - )+«,( i^i- 2£;: ; '+ E'tfl,) (10) 

where £ = /A£, rj = y'Arj, and t = nAt and where the last two 
terms are added second-order damping terms (artificial 
viscous damping), needed to stabilize the solution in regions 
of large gradients. Consistent with the grid conservation law, 
the metrics used in forming the F and G flux terms are 
evaluated using central differences. 

Gourlay and Morris [16] found through repetitive ap
plication of this two-sweep process that the first sweep is 
equivalent to a simple linear extrapolation in time of the 
dependent variables, i.e., 

E -IE" --E • (ID 

This simplification results in nearly a twofold increase in the 
computational speed of the algorithm. Note that the three 
time level process indicated in equation (11) requires only 
two time level computer storage since E"jl can be overwritten 
with El)'. 

A linear stability analysis of the hopscotch algorithm - see 
Gourlay and Morris [16] - shows it to be stable for all positive 
values of the damping coefficients (a? > 0, a , > 0) with all 
At satisfying the CFL stability criterion, 

M£t(i>w(£)W^'>f 
+ 

I Ky£) \v\ + (r-i)V + (^+V)^]](l'2) 
Ar) \-\ 2y / ' V 2y / ' p 

This freedom of choice in the magnitude of a? and a , is in 
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Fig. 3 Airfoil surface static pressure distributions for low-solidity 
turbine vane cascade: M2 = 0.85 ( • -experimental data, o -
numerical solution) 

"0 0.2 0.4 0.6 0.8 1.0 
x/Cx 

Fig. 5 Airfoil surface static pressure distributions for low-solidity 
turbine vane cascade: M2 = 1.05 («-exper imenta l data, o -
numerical solution) 

0 < a f ' < 

0 0.2 0.4 0.6 0.8 1.0 
X/Cx 

Fig. 4 Airfoil surface static pressure distributions for low-solidity 
turbine vane cascade: M 2 = 0.95 ( • -experimental data, o -
numerical solution) 

marked contrast to the original Lax scheme [17], which has an 
upper stability bound on the magnitude of the damping 
coefficients. The independence of the damping coefficients 
and the time increment permits an arbitrary variation in the 
amount of damping introduced during the computation 
without limiting the allowable time increment. 

The hopscotch algorithm is first-order time accurate, which 
is sufficient for the present application where only the steady-
state solution is of interest. Second-order spatial accuracy is 
ensured if the damping coefficients a{ , a, , appearing in 
equation (10), are at most of order A£, An, respectively. 
Suitable forms for these coefficients, meeting this criterion in 
most of the flow field, have been found to be 

a£ = at' + 0.5 Iptf,1,; - Ip'ij +p^\j \/p?j (13) 

a , = < + 0.5 \ptfl, - 2pfj +ptfl, \/plj (14) 

Nt 

()*«;<; -

and where N% and N^ are the maximum grid indices in the £ 
and r; directions, respectively. The terms proportional to the 
second derivatives of pressure in equations (13) and (14) yield 
product fourth-order smoothing terms when applied to 
equation (10). Product fourth-order smoothing is useful for 
damping high-frequency oscillations - see Hung and Mac-
Cormack [20] - and, in the present cascade application, is 
especially useful for stabilizing the solution in the high-
gradient airfoil trailing-edge region. Typically, the product 
fourth-order terms are of significant magnitude only at the 
trailing edge where large truncation errors have already 
adversely affected the accuracy of the solution. 

Boundary Conditions 

The boundary conditions for the cascade analysis include 
those imposed at the airfoil surface (H-I in Fig. 2), the inlet 
boundary points (C, D, E in Fig. 2), and the exit boundary 
points (A, B, F, G in Fig. 2). The periodic boundary points 
along r, = nmax (E-F, B-C) and £ = 0, £ = Smax(A-I, G-H) in 
Fig. 2 are treated as regular interior nodes by periodically 
extrapolating the data outside the solution space. 

The tangent flow condition, V=0, along the airfoil surface, 
ij = 0 in Fig. 2, is imposed using a special adaptation of the 
full two-sweep version of the interior point algorithm. Central 
differences in n in equations (9) and (10) are replaced with 
three-point one-sided differences evaluated at the n-time level 
in both the first and second sweeps. Also, the damping term in 
i] is removed. Following the solution of the difference 
equations, the tangent flow condition is enforced by 
projecting the calculated velocity onto the airfoil surface and 
ignoring the normal component. Using the definitions of the 
contravariant velocity components, the projected velocity 
components, u, v, are obtained by solving the set of equations 

(15) 

where 

Zxu+$yv = U 

7}xu + i] v = Q (16) 
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Fig. 6 Calculated static pressure contours for low-solidity turbine 
vane cascade: M2 = 0.85 

Fig. 7 Calculated static pressure contours for low-solidity turbine 
vane cascade: M2 = 0.95 

where U is determined from the solution of the difference 
equations. 

The inlet and exit boundary conditions are imposed using a 
reference plane method of characteristics. The development 
of the characteristic relations is a lengthy procedure and, 
therefore, is not presented. Cline [21] gives a parallel 
development of the characteristic relations for isentropic 
flow. 

The boundary conditions fixed at the inlet boundary points 
(C, D, E in Fig. 2) are the inlet total pressure and density and 
the v velocity component or the flow angle. At the exit 
boundary points (A, B, F, G in Fig. 2) the static pressure is 

Fig. 8 Calculated static pressure contours for low-solidity turbine 
vane cascade: M2 = 1-05 

specified. For this set of boundary conditions, it is convenient 
to normalize the dependent variables, as follows 

P' =P/Pol>P'=P/Pol> 

u'=u/(pB[/Po{y
/2, 

v = v/(Po]/poly
/2 

where pol and pol are the inlet total pressure and density, 
respectively. 

Results 

Numerical solution results for two turbine cascades are 
presented and compared with experimental data. Both 
example solutions were started from uniform stagnated flow 
conditions («' = 0, v' = 0,p' = 1.0, p' = 1.0) and with the 
inlet flow angle and exit static pressure set to the desired 
steady-state values. In each case, the damping coefficients 
were both set equal to min. (1/A^, l/Nv) = 1/A^. The 
solution at each point in the field was advanced at the 
maximum allowable CFL time increment given by equation 
(12). The transient solutions were assumed to be converged 
when the maximum relative change in static pressure between 
time steps, \p'>j' -p"tJ \/p'!j, was less than 1 x 10~5. 

Low-Solidity Turbine Vane Cascade. The first example 
solution is for the low-solidity turbine vane cascade shown in 
Fig. 1. Hylton [22] recently tested the vane over a range of 
solidities, setting angles, and expansion ratios. Airfoil static 
pressure measurements were made for each configuration and 
aerodynamic condition. 

Figures 3, 4, and 5 present calculated and experimental 
airfoil surface static pressure distributions for one cascade 
configuration for a range of expansion ratios corresponding 
to ideal exit Mach numbers of 0.85, 0.95, and 1.05, respec
tively. Excellent agreement between the solution results and 
the experimental data is indicated over the entire airfoil 
surface. 

Presented in Figs. 6, 7, and 8 are calculated static pressure 
contour plots for each expansion ratio. These results show the 
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Fig. 9 Calculated normalized total pressure contours for low-solidity 
turbine vane 

diverse flow conditions encountered as the exit pressure is 
varied in the transonic regime. For the highest exit pressure 
case (M2 = 0.85), a supersonic bubble terminating in a strong 
normal shock is evident on the suction surface near the throat. 
As the exit pressure is reduced (M2 = 0.95), the extent of the 
supersonic bubble increases and another one is formed 
downstream of the throat. Finally, at the lowest exit pressure 
(M2 = 1.05) a single sonic line extends across the entire 
passage, indicating a fully choked condition. The demon
strated capability to accurately predict these complex flow 
conditions is attributed to the combined features of the ex
cellent leading-edge resolution provided by the body-centered 
coordinate system and the shock-capturing capability of the 
numerical solution method. The leading-edge resolution 
capability is especially important in view of the rapid ac
celeration indicated in that region. 

A contour plot of normalized total pressure, p0/poi, is 
presented in Fig. 9 for the solution corresponding to M2 = 
0.85. The position of the shock wave on the vane suction 
surface near the throat is evident from the rapid decrease in 
total pressure in the streamwise direction at that location. The 
total pressure contours downstream of the shock follow the 
streamline direction, as they should for an inviscid rotational 
flow. The indicated low total pressure region downstream of 
the trailing edge is a result of inaccurate resolution and heavy 
damping of the solution in that high-gradient region. This 
increased damping is automatically introduced via equations 
(13) and (14) and is needed to stabilize the solution at the 
trailing edge. 

The presented results were obtained on the 91 x 7 grid 
shown in Fig. 1. The sequence of solutions was from the 
lowest to the highest expansion ratio, with the preceding 

Fig. 10 Airfoil geometry and coordinate system for high-turning 
turbine blade cascade 
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Fig. 11 Airfoil surface static pressure distributions for high-turning 
turbine blade cascade: M2 = 1.15 (« -experimental data, o -
numerical solution) 

solution used as initial data. The lowest expansion ratio 
solution (M2 = 0.85) was obtained using stagnated initial 
conditions and took 1500 time steps and 1.3 min CPU time to 
converge on an IBM 370/3033 computer. The other solutions 
required 1000 time-steps and 0.9 min CPU time. The grid 
generator required approximately 30 CPU seconds on the 
same computer. 

High-Turning Turbine Blade Cascade. Graham and Kost 
[23] recently conducted an experimental investigation of high-
turning, coolable turbine blading to study the effects of 
shock-boundary layer interaction on aerodynamic per
formance. In that investigation, conducted at DFVLR, blade 
surface static pressure measurements were made on two 
different airfoils (denoted RA and RB) with 128 deg of 
turning. The data were taken over a series of expansion ratios 
corresponding to exit Mach numbers from 0.7 to 1.4. 

Figure 11 present? the calculated and measured blade 
surface static pressure distributions for airfoil RB (see Fig. 10) 
for M2 = 1.15. Good agreement between the distributions is 
shown over most of th; airfoil surface. The discrepancy at 
x/Cx = 0.8 on the suction surface is attributed to shock-
boundary layer interaction effects. The Schlieren photograph 
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Fig. 12 Schlieren photograph of high·turning turbine blade cascade:
M2 = 1.15(fromreference(23))

Fig. 13 Calculated static pressure contours for high-turning turbine
bladecascade:M2 = 1.15(- - -shock waves)

presented in Fig. 12 shows a local separation of the suction
surface boundary layer at the point of impingement of the
trailing edge shock. Also, the experimental data in Fig. 11
show a plateau in the pressure distribution at the shock im
pingement point, indicative of separation, followed by an
abrupt increase to the calculated inviscid solution level near
the reattachment point. Outside this local region, the inviscid
results are in close agreement with the experimental data.

A contour plot of the calculated static pressure field,
presented in Fig. 13, shows the salient features of this flow
field. The leading edge stagnation point is on the pressure
surface of the airfoil and lies within the last contour plotted
near the leading edge. Also, the sonic line is highly curved,

278/ Vol. 105, APRI L 1983

typical of high-turning airfoils; and it extends across the entire
passage, indicating a fully choked condition. Finally, abrupt
changes in the slope of the contours indicate the trailing-edge
shock structure.

A two-step procedure was used to obtain the calculated
results in this case. First, a solution was obtained on a coarse
91 X 8 grid comprising every other line in the 181 x 15 grid
shown in Fig. 10. The results were then interpolated onto the
fine grid, and the solution was converged again. The coarse
grid solution required 1500 time steps and 1.5 min CPU time
to converge. The fine grid solution took an additional 1000
time steps and 3.8 min CPU time.

Conclusions

A hopscotch numerical scheme has been presented for
solution of the time-dependent Euler equations with ap
plication to steady, two-dimensional transonic flows in
turbomachinery cascades. The method is computationally
explicit, possesses optimal pseudoviscosity damping
characteristics, and has a substantial computational speed
advantage over other explicit methods. The numerical method
has been generalized to arbitrary curvilinear coordinates and
applied to a body-centered coordinate system for solution of
cascade flows. Numerical solution results for transonic
turbine cascade flows have been presented and compared with
experimental data to demonstrate the accuracy and com
putational efficiency of the analysis method.

For simplicity, the presentation of the numerical method
was restricted to planar, two-dimensional cascade flows. The
method, however, can be applied to blade-to-blade flows on
stream surfaces of revolution in turbomachinery blade rows.
Also, the hopscotch algorithm is directly extendible to three
spatial dimensions for solution of full three-dimensional
blade passage flows.
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The Influence of Tip Clearance, 
Stage loading, and Wail 
Roughness on Compressor Casing 
Boundary Layer Development 
An experimental program was conducted in a highly loaded, single-stage, low-speed 
research compressor that featured variations in blade tip clearances, shroud wall 
roughness, and stage loading levels. The results showed that tip clearances and stage 
loading levels exerted a very strong influence on casing boundary layer growth. 
Shroud wall roughness not only showed some effect on casing boundary layer 
development, but also influenced stage stall margin. The results point out the need 
to understand the basic flow processes that occur if realistic mathematical models 
are to be developed so that casing boundary layer development and its influence on 
compressor stage performance can be accurately predicted. 

Introduction 

As advanced, lightweight, high-pressure compressors 
continue to be developed, endwall flow fields play an in
creasingly important part in determining compressor per
formance. The three-dimensional, viscous flow effects on 
smooth endwalls contribute substantially to the loss levels of 
advanced, high-pressure, highly loaded stages. With the 
additional requirement of having the least possible end 
clearance for good performance, abradable tip coatings come 
into play as they are needed for safe operational running. The 
desirable characteristics of compressor rotor tip track, 
abradable coatings are that they must abrade away without 
causing significant damage to the blade and not smear in the 
event contact takes place with the rotor tips. They should be 
very erosion resistant, nonporous, and structurally sound in 
high-temperature environments. Unfortunately, coating 
materials possessing all of these desirable characteristics are 
not available, and the ones employed in modern engines are 
generally both rough and/or somewhat porous. If improved 
performance is to be attained from future compressor design, 
then the impact of rough and porous endwalls and tip 
clearance for all compressor operating conditions must be 
understood and predictable. 

To achieve these goals, the Air Force has contracted with 
Detroit Diesel Allison (DDA), Division of General Motors 
Corporation, to conduct an analytical/experimental program 
aimed at developing a system that will predict the effects of 
compressor casing wall roughness and porosity and blade tip 
clearance on stage efficiency. This paper presents some of the 
key experimental results of that program. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-153. 
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Experimental Program 

The experimental program was conducted in the DDA Low-
Speed Compressor (LSC) Facility, and its objective was to 
provide very detailed endwall boundary layer measurements 
through the compressor stage for various wall conditions of 
roughness, porosity, and tip clearance on the blade tip section 
endwall at several compressor operating conditions. These 
experimental data provided a basic understanding of shroud 
flow fields and aided in the development of a three-
dimensional, turbulent compressible casing endwall boundary 
layer shroud flow prediciton method. 

Experimental Equipment. 
Test Rig. The low-speed compressor flow path and 

mechanical arrangement are presented in Fig. 1. Blading and 
flow path of the zero inlet swirl, 184 ft/s (56 m/s) tip speed 
compressor, were designed to reflect realistic aerodynamic 
values of blockage, blade loading and loss levels, and tip 
clearance, along with realistic geometric design parameters 
that are typical of aft stages of modern multistage com
pressors. Also, the Reynolds number at the compressor inlet is 

Transparent window 

Fig. 1 Low-speed compressor flow path 
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Table 1 Airfoil mean section mechanical and aerodynamic 
characteristics 

Rotor Stator 
Type of airfoil 
Chord, C-in. (m) 
Solidity, a=C/S 
Camber, <t>—deg 
Aspect ratio, AR = L/C 
Leading edge radius/C 
Trailing edge radius/C 
Inlet angle, /3i—- deg 
Exit angle, /32—deg 
Loss coefficient, Co 
Diffusion factor, Dj 

65 series 65 series 
4.489(0.1140) 5.089(0.1293) 
1.435 
20.42 
1.046 
0.0044 
0.0028 
59.38 
42.41 
0.043 
0.449 

1.516 
48.57 
0.943 
0.0049 
0.0030 
37.84 
0.00 
0.056 
0.410 

Clearance 

stage 

Fig. 2 Low-speed compressor stage showing shroud wall Insert and 
instrumentation planes 

typical of modern compressors. The blading and flow path 
are physically large enough to allow high-quality, detailed, 
endwall boundary layer measurements to be made over the 
entire endwall without having to resort to extreme 
miniaturization. 

Table 1 summarizes the compressor design with mean 
section aerodynamic and geometric design values. 

Blade track insert sections were fabricated with three 
different sizes of roughness elements that were bonded to the 
surface and positioned in the casing as illustrated in Fig. 2. 
The insert was machined back to accept the various diameter 
roughness elements, as shown in Fig. 3, so that there would 
not be a step discontinuity in clearance over the blade tip. 

The roughness elements employed were uniform glass 
spheres whose diameters (ks) were 0.020 in., 0.030 in., and 
0.080 in. (5.08 x 10~4 m, 7.62x 10~4 m, and 20.32x 1 0 ' 4 m). 

Roughness 
elements 

p-Blade tip 
clearance 

Casing 

/ T7Y~r 

Fig. 3 Shroud endwall geometry 

20 

Au 10 

C o l e b r o o k - W h i t e T 

•O 48% smooth, 47% fine grains, 5% large grains 
O 95% uniform sand, 5% large grains 
B 97.5% uniform sand, 2.5% large grains 
* 95% smooth, 5% large grains 
^ Uniform sand 

Prandtl~Schfichting 
sand-grain roughness 

Transitionall; 
rough 

Fig. 4 Reynolds number, veolocity, roughness correlation 

These values of ks 

K+ 
produced roughness Reynolds numbers, 

K+ = 
U,k, 

(1) 

which ranged from about 100 to 400. This allowed ex
periments to be conducted in the transitionally rough to fully 
rough zones as shown in the Clauser plot of Fig. 4 [1]. Figure 
5 shows the 0.080 in. (20.32 x 10 "4 m) dia element rough wall 
configuration positioned in the rotor tip track. 

Instrumentation. Steady-state instrumentation consisted 
of multiple element total pressure rakes distributed cir-
cumferentially around the annulus at the stage inlet and exit 
plenum, boundary layer rakes on the hub and tip walls at the 
rotor inlet and stator exit, multiple element total temperature 
rakes at the stator exit, and static pressure taps distributed 
around the annulus on the hub and tip walls and axially 

N o m e n c l a t u r e 

AR = 
C = 
cl = 

D, = 
H = 

K+ = 
k, = 

L 
ler 
Nc 

n 
PT 
Rc 

S 
s 

SM 

aspect ratio 
chord, in. (m) 
tip clearance, in. (m) 
diffusion factor 
boundary layer shape factor 
roughness Reynolds number 
roughness element height, in. 
(m) 
airfoil length, in. (m) 
leading edge radius, in. (m) 
corrected speed, rpm 
normal coordinate 
total pressure, psia (kPa) 
total pressure ratio 
spacing, in. (m) 
streamwise coordinate 
stall margin 

ter = 
U = 

Ur = 

Wc = 

x = 
y = 
z = 

Pi = 
Pi = 
5* = 

P 
T 

trailing edge radius, in. (m) 
velocity, ft/sec (m/s) 
friction velocity, v7w/p, ft/sec 
(m/s) 
corrected flow rate, lb/sec 
(kg/s) 
axial coordinate 
radial coordinate 
tangential coordinate 
inlet air angle, deg 
exit air angle, deg 
displacement thickness, in. (m) 
momentum thickness 
kinematic viscosity, ft2/sec 
(stoke) 
density, lbm/ft3 (kg/m3) 
shear stress, lb/in.2 (kg/m2) 

w = loss coefficient 

Subscripts 
normal direction 
streamwise direction 
axial direction 
tangential direction 
momentum in normal direction 
momentum in streamwise 
direction 
momentum in axial direction 
momentum in tangential 
direction 
edge of streamwise boundary 
layer 
edge of axial boundary layer 
edge of tangential boundary 
layer 

n 
s 
X 

z 
nn 
ss 

XX 

zz 

se = 

xe 
ze 
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~:~~ :~:~: :~-3:

Casing roughness
element size

in. 1m)
Smooth ISmoothl
0.1llO 110.31 x lQ;3)
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clearance con·

40
11.131

Blade tip
clearance,

~
1.48
1.44
1.30
1.13

/1NeardeSign

J8L~<k::
~.

Blade tip Casing rouyhness
Configuration clearance, % span element size

Blade tip
clearance,

Configuration % span
" --VI----r96
Q VIII 1.81
" IX 1,77

__._ ~.....N"e..arl "d ..es.>,ig':jo

o-o-~~_ ..~

<l

~
~IIJOl,NvD

10 30
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Corrected tiM rate-lbJsec (kg/sl

10 30
10,57) 10,85)
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roughness on "larger" tip

~~
6~~

o I
o III
(; IV

" V

0 I 1.48 Smooth
D VI 1.96 Smooth

10 10 30 40
10.181 10.571 10.851 11.131

Corrected IlQN-lblsec (kg/sl

10
10.181

10
10.18)

1.004

1.001

Near design

Fig. 8 Effect of shroud
figuration

Fig. 6 Effect of tip clearance on stage performance

1,010

Fig. 7 Effect of shroud roughness on "smaller" tip clearance con·
figuration

1.011

~u

o' 1.1108

~

1.011

1.010

~
u

o' 1.000

~

~ 1.006
~

~
1.004

1.001

Experimental Results.

Overall Stage Performance. Figures 6, 7, and 8 illustrate
the effects of clearance and shroud wall roughness on the
stage pressure-flow characteristics. Figure 6 shows that not
only is the near-design point performance reduced, but also
the stall margin defined as

Table 2 Test configuration identification
Shroud roughness 1.011

Blade tip element size

Test configuration clearance, flJo span in. m 1.010

I 1.48 smooth smooth ~u

II (porous)
20.32 x 10- 3

o'
1.000

III 1.44 0.080 ~

IV 1.30 0.030 7.62 x 10- 3
~

V 1.13 0.020 5.08 x 10- 3
~ 1.006

VI 2.96 smooth smooth
VII (porous) ~

VIII 2.81 0.080 20.32 x 10- 3
1.004

IX 2.77 0.030 7.62 x 10- 3

1.001

Fig. 5 low-speed compressor stage showing 0.080 In. roughness
elements installed in blade tip shroud wall

through the stage. In addition, 45 static pressure taps were
arranged on the tip wall of one stator passage to allow
mapping of the vane tip static pressure distribution. The stage
inlet total temperature was measured in the plenum chamber
located upstream of the flow path annulus. All of the pressure
instrumentation was connected to six 4,8-channel. Scanivalves,
interfaced wtih a Digitic Scanner and driven by a Hewlett
Packard model 211 7F computer. Differential (0-1.0 psid
[0-6.894 kPaj) Druck pressure transducers were employed in
the Scanivalves. A dead-weight system provided reference
pressures of 0.0,0.5, and 1.0 psia (0.0,3.447, and 6.894 kPa)
to the Scanivalve transducers.

Radial-circumferential hot wire anemometer surveys were
performed in the exit planes of the rotor and stator. In ad
dition, radial surveys were performed at three axial locations
along a midflow streamline inside the stator passage.
Streamwise velocity and air angle were determined by
positioning the probe at a fixed axial, circumferential, and
radial location, and then by yawing the probe until the output
voltages of the two hot wires were the same value. DISA
constant temperature hot wire anemometry equipment was
used. The outputs were linearized and compensated for
temperature differences that existed between the velocity
calibration jet air stream and the rig flow field environment.

Blade tip clearances were measured by a Dynamic Data
Capacitance clearance probe. The probe was flush-mounted
in the tip track, and it measured the variation in length of each
passing blade and determined an average tip clearance.

Test Configurations. The test configurations featured
variations in (i) casing wall roughness in the blade tip track
and (ii) balde tip clearance. Two other configurations, which
featured porous tip endwaIls, were investigated, but those
results are not included in this paper. Blade tip clearance was
varied by machining material from the blade tip section.
Table 2 presents a summary of the tip clearance and shroud
roughness element size of the test configurations. All stage
configurations were operated at various conditions of
corrected speed, pressure rate, and flow rate.

282/ Vol. 105, APRIL 1983 Transactions ot the ASME

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 9 Stage instrumentation stations 

SM= (2) 

was reduced by about 12 1/2 percent as the tip clearance was 
increased from 1.48 to 2.96 percent of blade span. 

The effect of shroud wall roughness on the smaller tip 
clearance stage configuration is presented in Fig. 7. At the 
near-design point setting, there was no discernible effect of 
roughness on the pressure-flow characteristics; however, there 
was about a 6 1/2 to 7 1/2 percent reduction in stall margin as 
the shroud wall roughness was increased. Figure 8 shows the 
effect of roughness on the larger tip clearance configurations. 
It is particularly interesting to note here that at the near-
design setting conditions the pressure-flow characteristics 
were essentially the same, but the stall margin was actually 
increased by 2-4 percent as the shroud roughness size was 
substantially increased. Perhaps the shroud wall roughness 
elements act as turbulent eddy generators, which promote 
mixing in the clearance space and improve the clearance flow 
field conditions for configurations with very large blade tip 
clearances. 

Detailed Boundary Layer Surveys. 
Typical Profile Development. Radial-circumferential hot 

wire surveys were performed at several stage operating 
conditions for each of the various shroud wall configurations. 
Figure 9 presents tip section airfoil profile shapes showing 
measurement planes before and aft of the airfoils. Also shown 
is the location of the three-vane interpassage hot wire surveys. 
Figure 10 illustrates the coordinate system employed in the 
data analysis and the decomposition of a general boundary 
layer profile into its principal components. The two coor
dinate systems are (/) the x-z system (axial-tangential) and (//') 
the intrinsic s-n (streamwise and its normal) system. 

An example of the development of streamwise and trans
verse (normal) velocity profiles on the casing endwall through 
the compressor stage is shown in Fig. 11. The stage 
arrangement featured configuration I (1.48 percent span tip 
clearance with a smooth wall) operating at near-design 
conditions. The streamwise velocity profile is shown to be 
fairly well represented by a turbulent 1/7 power profile 
description as the flow progresses through the stator. 
However, the transverse (normal) component enters the vane 
with a parabolic-type of profile oriented in the direction 
toward the pressure surface (increased incidence) at the vane 
leading edge. Once inside the passage, the normal component 

[Tangential) z 
s (streamwise! 

Fig. 10 Coordinate system and representative endwall velocity profile 

power profile representation 
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Fig. 11 Development of streamwise and transverse velocity profile 
through configuration I at near design operating conditions 

reacts to the vane-to-vane circumferential pressure gradient, 
swings past the streamwise direction, developing complicated 
S-shaped profiles, and finally exits from the stator passage 
with a parabolic-type profile oriented in the direction of the 
suction surface. From these results, it appears that a 
parabolic-type representation of the transverse velocity 
components may be satisfactory in the inlet and exit planes 
but not in the interior of a stator passage. 

Definition of Boundary Layer Parameters. Based on the 
coordinate system defined in Fig. 10, the following boundary 
layer parameters were defined 
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Fig. 13 Axial variation of streamwlse and normal displacement 
thickness with shroud roughness (large clearance configurations) 
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Streamwise velocity profiles at each measurement station 
were examined to define the edge of the boundary layer and 
free stream angle. Directional component profiles were 
constructed and the various integral parameters were 
determined. Values of the various integral parameters, along 
with measured velocities and air angles, were substituted into 
coordinate identities [2]. For example, the identities for 
displacement thicknesses were 

The identities were satisfied for several configurations at each 
measurement station, demonstrating that the computed 
values of the component parameters were correct. 

Variation of Streamwise and Normal Displacement 
Thicknesses. Figure 11 demonstrated how the streamwise 
and transverse (normal) velocity profiles behaved as the flow 
moved through the stator passage. Those results showed that 
the transverse boundary layer developed complicated S-
shaped profiles and changed direction as it proceeded through 
the vane passage. Streamwise and normal displacement 
thickness calculations were performed on all of the measured 
boundary layer profiles. Figures 12 and 13 present, respec
tively, the axial distribution of those thicknesses for the 1.48 
and 2.96 percent span tip clearance configurations. Those 
figures first show that the normal displacement thicknesses all 
initially had negative values, but became progressively more 
positive as the flow proceeded through the vane passage. This 
is a qualitative means of illustrating the secondary flow moves 
from the vane pressure surface at the inlet station toward the 
vane suction surface in the exit region. Comparison of Fig. 12 
with Fig. 13 shows that the larger blade tip clearance con
figurations result in larger amounts of secondary flow (i.e., 
larger negative values of 5*) impinging on the leading edge 
pressure surface of the vane. 

The effects of several different realistic mechanical and 
aerodynamic operating circumstances on the behavior of 
some boundary layer parameters will be demonstrated in the 
remainder of the paper. These results show that all of those 
effects influence the development of the casing wall boundary 
layer, some to a much greater extent than others. If a reliable 
compressor casing wall boundary layer prediction scheme is to 
be developed, then these effects must be well understood. The 
first of these to be considered will be the influence of blade tip 
clearance on streamwise boundary layer parameters. 
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Fig. 14 Effect of blade tip clearance on streamwise boundary layer
parameters

Effect of Shroud Wall Roughness. The effects of shroud
wall roughness on boundary layer development are illustrated
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Effect of Stage Loading. Figure 16 shows the impact of
stage loading on the configuration I arrangement as the
compressor was operated from open throttle to near stall.
These results clearly demonstrate the effect of acceleration
through the rotor on the boundary layer parameter
development. At constant speed, the tip region rotor-exit
absolute velocity level does not change substantially, but the
rotor-inlet absolute velocity is reduced considerably as the
compressor loads from open throttle to near stall. Therefore,
the flow is progressively accelerated in the tip region absolute
frame of reference as the stage loads toward stall. Apparently,
the favorable pressure gradient at the near-stall operating
point was sufficient to dominate the tip clearance effects
(described in the previous section) and resulted in a reduction
in boundary layer parameters across the rotor with a sub
sequent increase across the stator.

Effect of Blade Tip Clearance.

The effects of blade tip clearance on streamwise boundary
layer parameters are presented in Fig. 14. Results for three
values of tip clearance are shown in the figure:

• Configuration 1-1,48 percent span
• Configuration VI-2.96 percent span
• Reference (3}-0.63 percent span

Work was performed [3] in the LSC with the same hardware
(but with smaller tip clearance) as that used in the experiments
of the present investigations.

Figure 14 shows a substantial increase in both 0; and Oss
across the rotor, with the increase being progressively larger
with increased tip clearance. Furthermore, the distribution of
parameters across the stator tip varied inversely, from a slight
increase in 0; and Oss with the smallest blade tip clearance
configuration, to a decrease with the largest tip clearance
configuration.

The absolute freestream velocity distribution in the tip
region is one of acceleration across the rotor and deceleration
across the stator. It is interesting to note that only the very
small tip clearance (0.63 percent span) configuration
produced an increase in 0,: and Oss across the stator (which is
what would be expected in a decelerating flow field). It would
appear that at the larger clearance values, the clearance flow
and, possibly, the formation of the clearance flow vortex
exert the controlling influence on the casing endwall boundary
layer development.

Figure 15 presents further evidence of the extent to which
the rotor tip clearance flow vortex penetrates into the flow
field. These data (4, 5] were the results of hot wire ex
periments designed to determine the longitudinal and trans
verse fluctuating velocity components impressed on a stator
by a moving upstream blade row. These results show that a
0.6 percent span tip clearance, the vortex is barely evident at a
distance of 6.3 percent span from the tip wall. When the
clearance was increased to 1,48 percent span, the vortex was
still evident to a distance of at least 10,4 percent span from the
wall. With 2.96 percent tip clearance [5], the influence of the
vortex was just barely evident at 24.8 percent span from the
tip wall. It is suggested that the large clearance flow vortex
formation offsets the existence of the favorable pressure
gradient through the rotor, resulting in a progressively thicker
boundary layer at the exit of the rotor with increased rotor tip
clearance.

As the flow proceeds through the stator [5], the location of
the vortex moves circumferentially with respect to the blade
wake. This tip clearance vortex motion may promote mixing
in the stator tip region, resulting in a retarded boundary layer
development.

2.2

S.!
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Fig. 15 Hot wire signals showing vortex development In near tip
region of the rotor exit plane
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Fig. 16 Effect of stage loading on streamwise boundary layer 
parameters 

in Figs. 17 and 18 for, respectively, the small and large tip 
clearance configurations. Those results show, in general, a 
slight reduction in boundary layer growth across the rotor for 
the rougher end walls. This may be due to a turbulent mixing 
between the flow over the roughness elements and the blade 
tip clearance flow. 

As far as the complete stage is concerned, the roughest 
endwall configurations produeced the largest increase in 
boundary layer growth when compared with their individual 
rotor inlet displacement and momentum thickness values. The 
stage configurations with the smaller values of roughness 
element size demonstrated about the same increase in 
boundary layer growth across the whole stage as did the 
smooth wall configuration. Again, it is suggested that the 
large clearance flows tend to dominate the boundary layer 
development on the casing endwall, and probably the effects 
of the roughness elements would have been much more 
pronounced had they been tested in conjunction with a much 
smaller value of blade tip clearance. 

Conclusions 

An experimental program has been conducted in a highly 
loaded, single-stage, low-speed compressor that featured 
variations in blade tip clearances and shroud wall roughness 
levels. Detailed hot wire interstage and interpassage surveys 
were performed as the compressor operated at various 
pressure ratios and flow and speed conditions. From analysis 
of the results of those experiments, the following conclusions 
are drawn: 

1 An increase in blade tip clearance from 1.48 to 2.96 
percent blade span for the smooth casing wall configuration 
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Fig. 17 Effect of shroud roughness on boundary layer development of 
the smaller tip clearance configurations 

resulted in a deterioration of near-design performance and a 
121/2 percent reduction in stage stall margin. 

2 Variation in shroud roughness (which ranged from 
traditionally rough to fully rough Reynolds number zones) 
showed no discernible impact on the stage pressure-flow 
characteristic; however, a 6 1/2-7 1/2 percent reduction in 
stall margin was observed for rough wall, smaller, tip-
clearance configurations when compared with the smooth 
wall at about the same tip clearance. 

3 For the larger tip clearance configuration, a slight 
improvement in stall margin was observed with the roughened 
shroud wall when compared with the large clearance smooth 
wall stage arrangement. 

4 Tip clearance exerts a very strong influence on the 
development of casing wall boundary layers, both through the 
rotor and stator tip sections. The large, tip-clearance vortex 
flow promotes growth of thick boundary layers at the rotor 
exit, but appears to discourage boundary layer growth on the 
stator tip endwall. 

5 Stage loading also exerts a very strong influence on 
casing wall boundary layer development. The principal 
conclusion is that stage operating conditions exist (toward 
stall) where acceleration of the flow across the rotor tip in the 
absolute frame of reference is large enough to offset the 
clearance flow effects. The result is a comparatively thin 
boundary layer at the rotor exit. This layer then seems to 
respond to the adverse pressure gradient across the stator, 
producing a thicker boundary layer at the stator exit. 
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6 The effects of rotor tip shroud roughness showed a 
slight reduction in boundary layer growth across the rotor. 
However, when the whole stage was considered, the ratio of 
the stator exit-to-rotor inlet boundary layer thickness values 
was slightly higher for the roughest end wall configurations. 
The effects of shroud wall roughness would probably have 
been more evident had the stage been operated with smaller 
values of tip clearance. 

7 The values of test variables employed in this experiment 
were typical, in terms of percent span tip clearance, shroud 
coating roughness Reynolds number, and absolute ac
celeration across the blade tip section that would be found in 
aft stages of full-size compressors. The experimental results 
reported herein point out the sensitivity of casing wall 
boundary layer development to those important mechanical 
and aerodynamic design variables. The results demonstrate 
the need to understand the basic flow processes and in
teractions that occur if realistic mathematical models are to be 
developed so that casing boundary layer development and its 
influence on compressor stage performance can be accurately 
predicted. 
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A Computational Geometry for the 
Blades and Internal Flow Channels 
of Centrifugal Compressors 

A new computational geometry for the blades and flow passages of centrifugal 
compressors is described and examples of its use in the design of industrial com
pressors are given. The method makes use of Bernstein-Bezier polynomial patches 
to define the geometrical shape of the flow channels. This has the following main 
advantages: the surfaces are defined by analytic functions which allow systematic 
and controlled variation of the shape and give continuous derivatives up to any 
required order: and the parametric form of the equations allows the blade and 
channel coordinates to be very simply obtained at any number of points and in any 
suitable distribution for use in subsequent aerodynamic and stress calculations and 
for manufacture. The method is particularly suitable for incorporation into a 
computer-aided design procedure. 

Introduction 

The design of centrifugal compressor impellers usually 
assumes two distinct stages. A preliminary design, making use 
of one-dimensional flow analysis based on previous ex
perience, is sketched out to specify the inlet and outlet blade 
angles and the "skeletal" dimensions (such as inlet and outlet 
diameters, axial length, and impeller tip outlet width). This is 
followed by a detailed design in which the complete blade and 
channel geometry is specified and then subsequently refined 
by means of successive aerodynamic and stress analyses. 

During the detailed design stage the designer repeatedly 
adjusts the shape of the blades and flow channels until he 
finds a suitable geometry that combines acceptable 
aerodynamic performance with low stress levels and is 
economic to manufacture. This process of continual 
refinement of the shape can be expensive, tedious, and time-
consuming, since at each stage the geometrical data for the 
necessary aerodynamic or stress analysis must be prepared. 
The task is greatly simplified when a simple flexible system of 
geometry definition for the components of a compressor is 
available. 

The definition of compressor geometry is especially 
complicated for industrial centrifugal compressors, where 
three different types of impeller are to be found (Fig. 1): 

• High flow coefficient impellers ($>0.1) with three-
dimensional twisted blade surfaces, axial inlet flow, and a 
radial leading edge (similar to modern supercharger impellers) 

• Intermediate flow coefficient impellers (0.1 >$>0.04) 

with three-dimensional twisted blade surfaces, radial inlet 
flow, and an inclined leading edge 

• Low flow coefficient impellers ($<0.04) with two-
dimensional curved blades, comprised of purely axial 
elements, radial inlet flow and an axial leading edge 

It is the purpose of this paper to describe a method of 
computational geometry that has proved extremely useful for 
the definition of component geometry in industrial cen
trifugal compressors. The method can be used to specify each 
of the impeller types mentioned above and, in addition, is 
capable of defining the complete flow passage through the 
compressor. For example, the geometry of the hub and 
shroud contours, including inlet, diffusor, crossover channel 
and return channel, as well as all of the vaned cascades of the 
compressor, such as inlet guide vanes, diffusor vanes and 
return channel de-swirl vanes, can be defined using the 
present method. 

MAIN TYPES OF IMPELLER IN 
INDUSTRIAL CENTRIFUGAL COMPRESSORS 

4 * 0.005 - 0.05 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-155. 

Fig. 1 Sketch of main types of impeller in industrial centrifugal 
compressors 
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Fig. 2(a) Example of Bezier curve, degree 1 

Fig. 2(b) Example of Bezier curve, degree 2 

Geometry Definition Methods 

Several methods for the definition of the shape of impeller 
blades have been previously published. These are briefly 
reviewed below. 

An early choice of many designers for the definition of 
impeller geometry was conic sections (for example, circular 
arc, ellipse, etc.), for both the hub and shroud contours and 
the impeller blades. A general description of the blade surface 
geometry using conic sections is, for example, 

rd = ar2 + 2brz + cz2 + 2dr + 2ez +f (1) 

where the parameters a,b,c,d,e, and/determine the inlet and 
outlet angles and the blade curvature. Examples of elliptical 
bladed impellers which fall into this class are quoted by 
Moore [1] and by Eckardt [2]. An alternative procedure was 
suggested by Whitfield, Atkey, and Wallace [3]. This made 
use of Lame ovals of the general form 

IW+mr- (2) 

where <p is either r or d to define the blade surface shape. A 
more complex equation was suggested by Krain [4], who 
proposed the following formula to define the mean blade 
surface for "through flow" calculations 

d = (a + be-r+c(Tr/2-tan~[(r)). 

(1 + e tan " ' (z) +/tanh(z) + g sinh(z)) (3) 

All of these methods allow considerable freedom of shape 
through adjustment of the parameters a,b,c, etc., but are 
clearly unsuitable for a general method. 

An early general method was described by Jansen and 
Kirschner [5]. The blade shape was specified by straight-line 
elements from hub to shroud which were distributed from the 
inlet to the outlet of the impeller to provide a specified blade 
aerodynamic loading or a specified blade camber angle ((3) 
distribution. No equations, however, were developed for the 
blade surface. Smith and Merryweather [6] and Came [7] 
described a similar computer-aided design method in which 
the impeller blade is represented by a system of three-
dimensional analytic equations, following the method of 
Coons [8] for surface geometry definition. Fister and 
Eikelmann [9] described another method that was also based 
on the interpolation formulae of Coons [8]. 

These last two methods are quite similar to the procedure 
adopted here. The fundamental difference in the present 
work, however, ft that the interpolation formulae due to 
Bezier [10] are used. The methods of both Coons and Bezier 
fall into a new class of geometries that have been recently 
developed for numerical controlled machining and 
manufacturing. Both methods are given in some detail by 
Faux and Pratt [11]. The particularly elegant technique 
developed by Bezier has been adopted in the present work for 
the following reasons: 

• The definition of the geometry of any surface is relatively 
simple. 

a,b,c,d,e,f,g 
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Fig. 3(a) Properties of Bezier curves, radius of curvature end point 

Fig. 3(b) Properties of Bezier curves, point of most influence 

• Both the flow passages and the blade surfaces can be 
defined by equations of the same type. 

• The shapes produced are general enough to be used in the 
design of new compressors and in approximation of the 
geometry of existing ones. 

• The defining equations are particularly suitable for 
incorporation into a computer-aided design (CAD) procedure 
for compressors. 

• The surfaces are defined by algebraic functions which 
allow systematic and controlled variation of the shape and 
which provide continuous derivatives up to any required 
degree. 

• The parametric form of the equations allows the coor
dinate geometry of blades and flow passages to be very simply 
obtained at any number of points and in any suitable 
distribution for aerodynamic and stress calculations and for 
manufacture. 

A brief and simple description of the method follows. 

Bernstein-Bezier Surfaces 

Bezier Curves. A Bezier curve is a parametric represen
tation of a space curve. The curve is specified by the coor
dinates of a series of points in space of which only the first 
and last lie on the curve they define. The points are known as 
the polygon points of the curve, and the figure constructed by 

290/Vol. 105, APRIL 1983 

connecting these polygon points with straight lines is known 
as the Bezier polygon of the curve. 

The simplest example is a Bezier curve of degree 1 which 
can be written as 

R=--(l-u)P0+uPl (4) 
where R is a vector of a point on the curve with coordinates 
(x,y,z), and P0 and Pl are vectors of the polygon points 0 and 
1 with coordinates (x0, y0, z0) and (xu yx, Z\), u is a 
parameter that is constrained to vary from 0 to 1 alongthe 
curve. Note that when u = 0, R = P0 and when u = 1, R = 
Pi. For values of u between 0 and 1, the vector R describes a 
straight line from point 0 to point 1, as shown in Fig. 2(a). 
The Bezier curve of degree 2 requires three polygon points to 
define it and can be written as follows 

R = (\-u)2P0+2u(l-u)Pl +u2P\ (5) 

An example is given in Fig. 2(b). It can be seen that the 
second polygon point, P{, does not lie on the curve, but that 
the tangents to the curve at the starting point (u = 0) and end 
point (w = 1) are in the direction of this point. 

The Bezier curve of degree 3 requires four polygon points to 
define it and can be written as follows 

R = (1 - u)3P0 + 3K(1 - u)2 Pt + 3w2(l - u)P2 + u3 P3 (6) 
From the form of these equations it can be seen that the 

Bezier curve is, in some sense, the weighted average of the 
polygon points defining the curve. The weighting functions 
are the Bernstein polynomials B£ (u) where 

B2(«)=( "k )«*(1 -«)""* (7) 

The general form of the Bezier polynomial of degree n is 
given by 

R = (l-u)"P0+n(\-u)"luPl + 

+ (" \uk(\-u)"~kPk+u"Pn 

n 

= E p**Uu) (8) 

Some important properties of Bezier curves are listed 
below, without proof: 

(a) Degree of polynomial. A polynomial of degree n is 
defined by n + 1 points in space. 

(b) Tangents at end points of curve. The tangent at the 
beginning (u — 0) of a Bezier polynomial is in the direction of 
the second polygon point. Similarly, at the end point (u = 1), 
the tangent is in the direction of the last but one point. This 
can be easily proved by differentiating equation (8) with 
respect to u and setting u = 0 or 1. 

(c) Second derivatives at end point. The second derivative 
of the curve at the end points depends only on the first three 
points P0, Px, and P2. The radius of curvature at the end 
point is given by the construction shown in Fig. 3(a). This 
simple construction can be used to ensure that a polynomial 
will have a certain radius of curvature at its ends. For 
example, if a curve is needed which has zero curvature at the 
end then the first three points must form a straight line (b - 0 
in Fig. 3(a)). 

(d) Points of most influence. If the point, Pk, of an nth 
degree Bezier polynomial is moved by a vector, a, then this 
movement has most influence at the point on the curve, where 
u = kin. The point of most influence moves by ap
proximately a/3. This is demonstrated in Fig. 1{b). This 
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Fig. 4(b) Examples of Bezier surfaces, a string of patches 

property can be used to produce controlled modifications to 
the shape of the curve. 

(e) Increasing the degree of a Bezier curve. It is usually 
possible to obtain a Bezier curve of low degree that gives 
approximately the required shape. Sometimes, however, it 
may be necessary to increase the degree of the curve in order 
to obtain more freedom of shape. The degree, n, of a curve 
can be increased in the first instance without changing the 
shape by following some elementary geometrical rules (see 
Forrest [12]. This enables the degree of a curve to be 
systematically increased until it can represent the appropriate 
shape. 

if) Derivative with respect to u. The following identities 
can be used to calculate the derivatives with respect to u 

du 
where 

[Buu)}=nmz\M-B'rlm 

B"_-j'(w) = 0 and Bn„~l{u) = 0 

(9) 

Bezier Surface. A simple three-dimensional curved surface 
can be defined by a series of straight lines joining points of 
constant, u, of two adjacent Bezier curves, as shown in Fig. 
4(a). A second parameter, v, can be introduced which varies 
from 0 to 1 as one proceeds along the straight lines between 
the two curves. Thus any point on this surface can be referred 
to by the parametric coordinates (t/,f). The three-dimensional 
surface (x,y,z) is mapped onto a two-dimensional plane (u,v) 
by the equations 

PATCH BOUNDARY 
POLYGON POINT 

Fig. 5 Definition of meridional channel by means of Bezier surfaces 

BLADE SURFACE DEFINITION 

O 1 1 3 4 S 6 , u 

Fig. 6 Definition of blade surfaces 

R(x,y,z) = R{u,v) 

£} l(\-v)P°k + (v)Pl}BUu) (10) 

where P°k are the vectors of the polygon points along the v = 0 
curve and the P[ are those along the v = 1 curve. 

In the present method, it is only possible to construct 
surfaces which are linear in the u-direction. Such surfaces are 
considered to be aerodynamically acceptable and clearly 
greatly simplify the manufacture of the surface. 

Bezier Patches. The segment of the surface shown in fig. 
4(o) is known as a cubic-linear patch as it is third degree in the 
w-direction and first degree in the y-direction. More com
plicated surfaces can be obtaned by increasing the degree of 
the Bezier curves in the u-direction, or, alternatively by 
connecting several curved patches together. An example of a 
surface comprising three patches and its mapping onto the 
(u,v) plane is shown in Fig. 4(b). 
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The curves u = constant and v = constant can be mapped 
onto the surface to form a net, as shown in Fig. 4(b). Thus the 
parametric representation of the surface provides a simple 
method of referring to any point on the curved surface. 

Implementation of Bezier Patches to Describe 
Geometry of a Compressor 

The Meridional Channel (M). The meridional channel is 
defined by a string of Bezier patches in the x-z-plane, thus 
giving a plane surface that is a meridional section through the 
compressor. The mathematical rotation of this plane surface 
around the z-axis defines the internal flow channel of the 
compressor. The blades are defined separately, and there is no 
distinction between moving and stationary parts of the 
channel. 

A representation of a meridional channel defined in this 
way is shown in Fig. 5. The channel includes an inlet section, 
an impeller section, and a diffusor section. It comprises four 
patches and the polygon points of these patches are shown. 
The consecutive patches are of degree 1,4,4, and 1. The line v 
= 0 represents the hub side contour, and the line v = 1 
represents the shroud side contour. 

The meridional channel can be specified by expressly 
defining the polygon points themselves. This procedure is, 
however, rather inconvenient, and in the present method 
various subprograms are used to determine the polygon points 
from data that is more readily available to the designer. For 
example, the channel shown in Fig. 5 has been specified with 
the following data: 

(a) Radii of patch corner defining points 
(b) Axial spacing between patch corner defining points, 

that is inlet and outlet channel widths, axial length of inlet, 
and axial length of impeller section 

(c) Additional data to position the internal polygon points 
of each patch, in general expressed as fractions of the length 
of the sides of the polygon, so that the shape of the shape of 
the channel walls can be simply adjusted 

Various subprograms have been developed for different 
types of compressor channels. These subprograms are usually 
written to provide: 

(a) Continuity of derivatives across patch boundaries 
(b) Sufficient free parameters that the designer can readily 

specify the "skeletal" dimensions of the channel and easily 
change the shape of the curved portions of the channel 

The use of these subprograms allows the designer to specify 
the hub and shroud contours as one of a family of related 
shapes. 

Blade Surfaces (B, S and P). The method of this paper can 
be used to define all the vaned cascades of a compressor, that 
is, inlet guide vanes, impeller vanes, diffusor vanes and return 
channel deswirl vanes. For each vane three separate strings of 
patches are used to define three blade surfaces, as in the 
method of Smith and Merryweather [6]. 

The first surface, known as the blade camber surface (B), is 
the three-dimensional equivalent of the two-dimensional 
camber line used in the traditional aerofoil design methods. 
The other surfaces are the suction surface (S) and the pressure 
surface (P) of the vane. These are spaced equal distances on 
either side of the camber surface, as shown in Fig. 6. 

In the present method the three blade surfaces (B, S, and P) 
can be defined as single patches of high polynomial degree or 
as strings of patches of lower degree. Each surface must, 
however, have the same number of patches of the same 
degree, and the variation of the parameters («, v) on adjacent 
points must be the same. With this formulation only one 

coordinate value of the parametric variables (u, v) refers to 
equivalent points on these three surfaces. 

The most convenient method for determining the polygon 
points of the blade is by means of a subprogram which 
calculates the polygon points from data provided by the 
designer, such as blade camber angle (/3) and thickness (8) 
distributions. Various subprograms have been developed 
which, in general, utilize the following procedure: 

(a) A meridional channel (M) is defined within which the 
blade is to be specified. 

{b) The position of the blade within the channel M is 
defined by specifying four values of parameter u 
corresponding to the leading and trailing edge on the hub and 
shroud. 

(c) The distribution of camber line angle (/3) is specified as 
a function of the meridional distance (m) along the hub and 
shroud. The shape of the camber line along the hub and 
shroud is then calculated by integration along the meridional 
channel. 

*=\^dm (ID 

(d) The blade thickness distribution (5) is specified as a 
function of the meridional distance (m) along the hub and 
shroud. The suction and pressure surfaces are placed an equal 
distance either side of the camber line to give the required 
thickness distribution. 

(e) The blade shape along the hub and shroud contours is 
fully specified by the operations a, b, c, and d, outlined 
above, but the coordinates of the Bezier patches for this shape 
have yet to be found. The first step is to select a certain 
spacing of the patch boundary points along the hub and 
shroud contours. The patch boundaries can, for example, be 
spaced equidistant along the blade surface or equidistant 
along the projection of the blade surface onto the meridional 
channel. The choice of position for patch boundary points 
influences the final shape of the blade as it determines the 
orientation of the straight line elements from hub to shroud. 
Having selected the required number of patches and the 
required patch distribution along the blade, the polygon 
points at the junctions between the patches are then suitably 
interpolated. 

(/) It now remains to calculate the position of the internal 
polygon points within each patch, such that the shape 
produced is a close approximation to that specified by 
operations a, b, c, and d above. Experience has shown that 
sufficient accuracy is obtained if each patch is chosen to be of 
degree 3 in the u-direction, giving rise to cubic-linear patches 
that resemble the patch shown in Fig. 4(a). For each cubic-
linear patch there are four internal polygon points so that if 
the surface has n patches there are An points whose coor
dinates must be determined. Conditions of continuity of slope 
and curvature across n-\ patch junctions provide 4(n-l) 
equations for the unknown points. The remaining four 
equations are obtained by the specification of the blade angles 
at the leading and trailing edges on the hub and shroud. This 
algebraic problem is exactly equivalent to fitting parametric 
cubic splines through the patch corner defining points on the 
hub and shroud, and is explained in detail in the Appendix. 

(g) In order to improve the aerodynamics of the blade a 
final modification to the end patches at the leading and 
trailing edges may be made in order to produce rounded 
shapes, much in the same way suggested by Smith and 
Merryweather [6]. 

This procedure produces blade shapes that are defined by 
means of a string of cubic-linear patches for each of the blade 
surfaces (B, S, and P). The cubic curves lie in streamwise 
direction, and the straight line elements lie roughly normal to 
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Fig. 7 Examples of channels and blades defined by the present 
method (a) low flow coefficient impeller, (b) intermediate flow coef
ficient impeller, (c) high flow coefficient impeller, (d) return channel and 
deswirl vanes 

the stream lines from hub to shroud. The generated blade 
shapes are restricted to having trapezoidal thickness 
distributions, i.e., constant taper along any line element 
between hub and shroud. The orientation of the straight line 
blade elements can be controlled to give rise to the following 
blade surfaces: 

(a) An arbitrary blade surface in which the elements have 
no particular preferred orientation, but lie roughly normal to 
the channel walls 

(b) An axial element blade surface in which all blade 
elements are straight lines in the axial directions 

Examples of Use 

Definition of Compressor Geometry. Impellers and blades 
of almost any geometrical form can be defined by this 
method. Some examples of impellers for high, intermediate 
and low flow coefficients are shown in Fig. 7(a), 1(b), and 
7(c), respectively. A further example of the flexibility, is 
shown in Fig. 1(d), which represents a return channel and 
deswirl vane. In each of these diagrams the patch boundaries 
are shown, and in Fig. 1(d) the channel polygon points are 
also given. Typical computer run times for these problems are 
of the order 1-3 s on an IBM 3033 computer, depending on 
the amount of output and the number of plots. 

Blade Sections. The use of analytic equations for the blade 
definition makes geometrical operations, such as rotation or 
intersection with a specified plane, relatively straightforward. 
An example is shown in Fig. 8, where cross sections of a blade 
with planes normal to the axis are delineated. In this example, 
the sections through the blade are very nearly radial lines, 
which produces low bending stresses at the blade root. If these 
lines were not radial, the designer might wish to modify the 
blade by introducing a rake angle at the trailing edge or by 
changing the blade angle distribution along the hub or 
shroud. 

Automatic Net Generation for Flow and Stress 
Calculations. The great advantage of using a parametric 
description for all of the surfaces is that the coordinates of 
points on the surface can then be very simply obtained by 
specifying the values of the parametric coordinates (u, v). By 

AXIAL CROSS-SECTIONS THROUGH A BLADE 

Z Y 

Fig. 8 Axial cross-sections through an impeller blade 

this means the geometric data of the channel walls and blade 
surfaces can be generated at any number of points and in any 
suitable distribution for subsequent aerodynamic and stress 
calculations or for manufacture. 

Any point on a Bezier surface can be referred to by its 
appropriate (u,v) coordinate. Normally, however, the 
coordinates of many points on the surface are required and it 
would be extremely tedious to have to specify all of the in
dividual u, v coordinates. In the present method, this problem 
is solved by using supplementary parameters to set up an 
array of points in the u, v plane at which the geometrical 
details are to be calculated. An example is shown in Fig. 9, 
where the blade and channel parametric coordinates (u, v) are 
specified to set up a suitable grid for a streamline curvature 
"throughflow" calculation. A further example is given in Fig. 
10, where a grid for a three-dimensional stress calculation is 
generated. 

This aspect of the method has proved extremely useful in 
the computer-aided procedure, since the interface between the 
geometry definition and the subsequent aerodynamic or stress 
calculations can be made extremely general. The differing 
distributions of coordinate data needed by different flow and 
stress programs can be very simply obtained. The net 
generation method has shown itself to be extremely well 
adapted for flow calculations, as it automatically produces a 
grid of "body-fitted" coordinates. 

Standarization of Impellers. In the standarization of in
dustrial centrifugal compressor, it is often the case that a 
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Fig. 9 Automatic net generation for streamline curvature flow 
calculation 
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particular blade shape is used in combination with different 
meridional channels in order to adapt the blade to different 
aerodynamic conditions. The original blade may be modified 
by removing (or adding) a section on the shroud side (shroud-
cut) or a section on the hub side (hub-cut). The present for
mulation allows this standardization to be carried out in the 
following way: 

(a) The impeller blade surfaces (B, S, and P) are originally 
defined to lie within a meridional channel (M ')• 

(b) A new meridional channel (M) is then defined which 
may be narrower or wider than the original channel (M'). 

(c) The new flow channel between the blades is then 
redefined by the intersection of the new meridional surface 
(M) with the blade surfaces (B, S, and P). 

(d) The net of u, u-coordinates that refers to the blade 
surfaces (ub, vb) is then suitably modified so that the values 
are truly confined to that part of the blade within the flow 
channel. The use of algebraic equations makes the 
mathematics of the rotation and intersection relatively simple. 

Fig. 11 Use of Bezier surfaces in the standarization of impellers 

The definition of the blade surface is extrapolated linearly 
outside the range 0 < v < 1, if the new meridional channel 
(M) is wider than the blade in question. 

An example of this procedure is given in Fig. 11. 

Manufacture of Impellers. The use of equations to define 
the shape of impeller blades enables the coordinates required 
for manufacture to be easily generated. The impeller can then 
be machined by any conventional method. This method of 
geometry description is particularly well adapted for 
manufacture by a five-axis numerically controlled milling 
machine. The straight line generators of the blade surface 
focus approximately on a common point and are nearly 
normal to the hub wall and this allows the impeller to be flank 
milled on a numerically controlled machine. 

Concluding Remarks 

An extremely flexible computational geometry for the 
shape definition of various components in centrifugal 
compressors has been put forward. In addition to its use in the 
definition of impeller geometry, the method can be used to 
define the complete flow passages in a compressor. The 
method has been including in a computer-aided design system 
and offers the following advantages over earlier methods: 

• Blade and flow channels of almost any required shape 
can be designed. 

• The coordinate data for flow or stress calculations or for 
manufacture can be readily obtained. 

By using this method the designer is able to get a better 
"feel" for the geometry during the design process, he spends 
less time on mundane data preparation, and he has more 
freedom to make full use of his creativity to design a better 
machine. 
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A P P E N D I X 

In this appendix we illustrate some aspects of the algebra 
required to determine the polygon points of the blade surface 
Bezier patches. For the sake of clarity we describe only the 
equations for the .^-coordinates of the polygon points in 
detail. 

On both the hub and shroud of each blade surface (B, S, 
and P) we determine a set of n+ 1 patch corner defining points 
with x-coordinates, .*,, x2 . . . . xn + ]. A curve in space 
between these points is interpolated with a cubic parametric 
spline of the form 

x = aj(l-u)3+bj3u(l-u)2 + 

Cj 3w2(l -u) + dju3 (Al) 

where u varies from 0 to 1 along each curve between two 
adjacent defining points andy taken values from 1 to n for the 
n intervals between the points. If we now compare equation 
(Al) with the Bezier curve of degree 3 as given in equation (6) 
we see that the two equations are identical, whereby the 
parameters «,, bj, Cj and dj are the x-coordinates of the 
polygon points and j is'the number of the patch. 

If we differentiate equation (Al) with respect to u and 
apply the conditions for continuity of x, dx/du and d2x/du2 

at the junction between patchy and patchy + 1 we obtain the 
following relationships 

bJ + , = Idj-cj 

Cj + , = bj+4dj-4Cj 

d j + i = xj+\ 

In addition we can also derive that at the leading edge (where 
u = Oandy = 1), 

dx 
= -3a, +3b. (A3) 

1 andy 

-3c„+3ef„ (A4) 

du 

and at the trailing edge (where u = 1 andy = n), 

dx 

du 

The values of parameters aJt bJt cjt and dj are fully defined by 
the recurrence relationship given in equation (A2), the set of 
defining points X\, x2, • . • x„ + l and two additional items of 
information. In the present method it is convenient to specify 
the derivatives at the leading and trailing edges as additional 
information, as this ensures that the inlet and outlet angles of 
the blading are exactly as specified. The required derivatives 
are determined from the known geometry of the blade by the 
following equations 

dx ds 
• (sin/3. sint9 +cos/3, sine, cost?) du du 

dy_ 

du 

dz 
du 

ds 

du 

ds 

du 

• (-sin/3, cost? + cos/3, sine, sint?) 

• (cos/3, cose) (A5) 

where s is the length along the camber line of the blade, /3 is 
the blade camber angle, e is the meridional pitch angle of the 
hub or shroud 

= tan \dm )) 
and t? is the circumferential coordinate. 

(A2) 

The parameters «, and dj are easily obtained from equation 
(A2) as these are identical to the defining point coordinates, 
but parameters c, and bj must be calculated. This is done in 
the following way. Parameter bx is determined from 
equations (A3) and (A5). The value of c{ is then taken as C\ = 
0, and the recurrence relations (A2) are successively applied at 
each patch junction until a value of c„ is determined. This 
precedure is repeated for c, = 1, and another value for c„ is 
established. The correct value of cx is then chosen by linear 
extrapolation such that equation (A4) gives the correct slope 
at impeller outlet. Equations (A2) are then applied once more 
to each patch successively to fully determine the polygon 
point coordinates. 
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Flow Distributions and Discharge 
Coefficient Effects for Jet Array 
Impingement With Initial Crossflow 
Two-dimensional arrays of circular air jets impinging on a surface parallel to the jet 
orifice plate are considered. The jet flow, after impingement is constrained to exit in 
a single direction along the channel formed by the jet orifice plate and the im
pingement surface. In addition to the crossflow which originates from the jets 
following impingement, an initial (independent) crossflow is present which ap
proaches the array through an upstream extension of the channel. The con- • 
figurations considered are intended to model the impingement cooled midchord 
region of gas turbine airfoils in cases where an initial crossflow is also present. 
Experimentally determined row-by-row streamwise distributions of the jet and 
crossflow velocities are presented for ratios of the initial crossflow rate to the total 
jet flow rate ranging from zero to unity. Comparisons are drawn between the 
measured flow distributions and a theoretical model which is presented. Effects of 
crossflow velocity and impingement surface proximity on jet hole discharge 
coefficients are also presented and discussed. 

Introduction 

Impingement with high velocity gas jets has become an 
established method of convectively cooling or heating sur
faces in a wide variety of process and thermal control ap
plications. Examples include cooling of gas turbine airfoils 
and electronic equipment, drying of paper and textiles or 
other thin layers or films, annealing of metals, and glass 
tempering operations. 

For gas turbine airfoils a significant application utilizing a 
two-dimensional array of jets is the cooling of the midchord 
region with a trailing edge discharge. The jet air, after im
pingement, is constrained to flow toward the rear of the 
airfoil along the channel formed between the orifice plate and 
the inner surface of the airfoil envelope. Thus, in this con
figuration, exhaust from the upstream jets imposes a confined 
crossflow on the downstream jets. 

In some schemes there is an initial (independent) crossflow 
approaching the midchord jet array. This crossflow arises 
from leading edge cooling air which is subsequently ducted in 
the chordwise direction along the airfoil inner surface to 
provide additional cooling. This air, after flowing past the 
midchord jet array, is exhausted along with the jet air at the 
trailing edge. 

Extensive measurements of heat transfer characteristics and 
flow distributions for two-dimensional impinging jet arrays 
intended to model those of interest in gas turbine cooling 
schemes with no independent crossflow (noninitial crossflow) 
were previously reported [1, 2, 3]. A correlation was also 

Contributed by the Gas Turbine Division of the THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-156. 

developed [3]. As a continuation of this investigation both 
heat transfer and flow distribution characteristics for jet 
arrays with an initial crossflow are being studied. This paper 
reports on the flow distribution studies for these arrays. 

The jet arrays tested had uniform, rectangular inline hole 
patterns with streamwise and spanwise hole spacings ex
pressed in jet hole diameters (x„/d,y„/d), of (5, 4); (5, 8); (10, 
4); and (10, 8). Each array had ten spanwise rows of holes. 
The jet plate-to-impingement surface spacings (z/d) were 1-, 
2-, and 3-hole diam. Most tests were conducted with a 
nominal mean jet Reynolds number (Rej) of 104. The ratio of 
initial crossflow rate to total jet flow rate (mc/mf) was set at 
nominal values of 0.2, 0.5, and 1.0 for each geometry with a 
reference test at zero initial crossflow also included. 

A primary objective of the paper is to report and charac
terize the experimentally determined streamwise distributions 
of the jet flow, emphasizing the parametric effect of the initial 
crossflow. During the course of the tests significant in
consistencies arose for some cases with larger initial 
crossflow, when experimental mass balances failed to 
adequately check. By means of special tests it was found that 
these inconsistencies were due to crossflow effects on the 
discharge coefficients of the jet holes. Additional special tests 
were conducted to account for these effects. An additional 
objective of the paper is, therefore, to report experimental 
results for the effect of crossflow on the discharge coefficients 
of jet orifices. A final objective is to present a relatively 
simple predictive model for the flow distributions, which in its 
general form, includes effects of initial crossflow, variable 
discharge coefficients, and crossflow channel wall shear. 
Predictions based on the model are compared with the ex
perimentally determined flow distributions. 
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Experimental Facility 

The basic test model geometry and nomenclature are shown 
schematically in Fig. 1. The flow region of primary interest is 
that bounded by the jet exit plane and the impingement 
surface. The length (L) of this region is considered to extend 
from one-half a streamwise hole spacing (x„/2) upstream of 
the first spanwise row of holes to the same distance down
stream of the last row. The total crossflow rate approaching a 
given row is equivalent to the initial crossflow rate (mc) 
combined with the total jet flow introduced upstream of that 
row. 

The basic experimental facility was that originally used for 
a comprehensive series of noninitial crossflow tests [1, 2, 3], 
but set up in a modified form suitable for conducting tests 
with initial crossflow. A complete description of the original 
facility may be found in [4], The facility was designed for 
conducting heat transfer tests but was also utilized for 
measurement of jet flow distributions. In this paper only 
those features relevant to flow distribution tests in the initial 
crossflow configuration will be described. 

A cross-sectional view of the arrangement is shown in Fig. 
2. There were two plenum chambers, supplied individually 
with laboratory compressed air, one for introducing air to the 
main jet plate, and one for introducing the initial crossflow 
air to the channel. The initial crossflow was introduced to the 
channel through two spanwise rows of jet holes. The main jet 
plates, each with ten spanwise rows of holes, were in
terchangeable. The plenum /jet plate assembly was mounted 
over the test plate unit (impingement plate) through in
terchangeable spacers which fixed the channel height (i.e., the 
jet exit plane to impingement surface spacing). The spacers 
also formed the upstream end surface and slide walls of the 
channel (side walls not apparent in Fig. 2), thus constraining 
the initial crossflow and the jet flow to discharge in a single 
direction to the laboratory environment at atmospheric 
pressure. Significant geometric characteristics of the con
figurations tested are summarized in Table 1. The array of 
length L = 12.7 cm with matching jet plenum (Fig. 2) was 
designated as size B. The jet plates are identified by the 
notation B(x„/d, y„/d)I where the / designates the inline hole 
pattern. Reckoned from the centerline of the second (i.e., 
downstream) spanwise jet row of the initial crossflow plenum, 
the channel length available for flow development upstream 

Table 1 Geometric parameters and mean discharge coef
ficients for jet plates tested 

Jet plate 
B(xn/d,y„/d)l 

5(5,4)1 
5(5,8)1 

5(10,4)1 
5(10,8)1 

0.0393 
0.0196 
0.0196 
0.0098 

rfand b 
(cm) 
0.254 
0.254 
0.127 
0.127 

18 
9 

36 
18 

CD 

0.85 
0.80 
0.76 
0.76 

Channel height, (z/d) = 1, 2, and 3 
Fixed parameters: 

channel width (span), w = 18.3 cm 
overall channel length, 43.2 cm 
initial crossflow channel length, 26.0 cm 
5 - s i ze jet array and plenum length, L = 12.7 cm 
downstream exit length, 4.5 cm 
initial crossflow development length, 24.1 cm 
number of spanwise rows of jet holes, Nc = 10 
inline hole patterns 

of the jet array (initial crossflow development length) ranged 
from 16 to 95 hydraulic diameters, depending on the channel 
height. It may also be noted that this length was 19 times the 
streamwise hole spacing in the main jet array (x„ = 1.27 cm). 
Average jet plate discharge coefficients, to be discussed later, 
are also included in Table 1. 

Experimental Procedures and Data Reduction 

The initial crossflow rate and total jet flow rate for each test 
condition were measured utilizing standard square-edged 
orifice plates in flow metering sections upstream of the 
respective plenums. Plenum pressure levels were measured via 
static pressure taps, while plenum air temperatures were 
determined using copper-constantan thermocouples. All 
pressure measurements were made with either U-tube or single 
leg well-type manometers. Plenum air temperatures were 
nominally at ambient levels of about 300K. Plenum pressures 
ranged from slightly above the nominal exhaust pressure level 
of one atmosphere to as high as 275 kPa, depending on test 
conditions. The distribution of the jet flow among the in
dividual spanwise rows of the array was determined from 
measurements of streamwise channel pressure profiles and jet 
plate discharge coefficients. 

N o m e n c l a t u r e 

A0 = total jet hole area 
A * = ratio of jet hole area to op

posing impingement surface 
area (open area ratio) 

b = thickness of jet plate 
B = dimensionless quantity de

fined following equation (6) 
C = dimensionless quantity de

fined following equation (6) 
CD = jet plate discharge coefficient 

d = jet hole diameter 
/ = friction coefficient defined as 

2r„p/G2
c 

Gc = crossflow mass velocity based 
on channel cross-sectional 
area 

Gc = Gc normalized by channel exit 
mass velocity, Gc/[{mc+mj) 
/(z-w)] 

Gj = jet mass velocity based on jet 
hole area 

G* = superficial jet mass velocity 
based on jet plate area 

L = 

mr = 

" V 
M 

Nc = 

W = 

p = 

Po = 
R = 

Rec = 

Rey = 
T = 
1 0 

W = 
X = 

streamwise length of jet plate 
and impingement surface 
(Figs. 1 and 5) 
initial (independent) crossflow 
rate 
total jet flow rate 
initial crossflow-to-total jet 
flow ratio, mc/mj 
number of spanwise rows of 
holes in streamwise direction 
number of jet holes across 
span of channel 
channel pressure 
jet plenum pressure 
ideal gas constant 
crossflow (channel) Reynolds 
number, Gc(2z)/n 
jet Reynolds number, Gjd/JX 
jet plenum air temperature 
width (span) of channel 
streamwise location along jet 
plate or impingement surface 
(Figs. 1 and 5) 

x = x/L 
x' = x- ( l /2) (x„ /L) 
x„ = streamwise jet hole spacing 
y„ = spanwise jet hole spacing 

z = channel height (jet plate-to-
impingement surface spacing) 

Greek 

£ = function defined by equation 
(2) 

7 = ratio of specific heats 
IX = dynamic viscosity 
p = fluid density 

T„ = channel wall shear stress 

Subscripts and Superscripts 

bp = refers to "break point" value 
of Gc/Gj 

(~) = overbar refers to mean value 
over jet plate 
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Gj=CDP0(P/P0)^ 

.I2y(y-1)^(RT0)-'[1~(P/P0y
y -D/71 (1) 

Fig. 1 Basic test model geometry and nomenclature 

-SPACER(INTERCHANGEABLE) INSULATION—» TEST P L A T E -
UNIT 

CHORDWISE VIEW 

Fig. 2 Initial crossflow test unit assembly 

Streamwise channel pressure traverses were accomplished 
with static pressure probes inserted from the open down
stream end of the channel. The probes were stainless steel 
tubes of either 0.089 or 0.124 cm outside diameter closed at 
the upstream end, with a single orifice of 0.0254 cm in the 
tube sidewall located 0.32 cm from the end. For a given run 
the tube was positioned along one lower corner of the channel 
and pressed against the channel side wall and bottom by 
slightly bowing the tube. This positioning provided support of 
the tube, thus preventing vibration and possible whipping in 
the presence of a strong channel flow. It may be noted that 
each channel side wall location, hence the nominal probe 
position, was at a plane of symmetry midway between 
streamwise hole row centerlines. For most traverses the orifice 
was positioned facing upward toward the jet plate, with 
readings made opposite each spanwise jet row location. For 
some traverses readings were also made midway between 
spanwise jet rows. And in some instances, traverses were 
repeated with the orifice positioned facing downward toward 
the impingement surface, or toward the channel sidewall. 
These, as well as prior similar results [5], showed that the 
pressure measurements were not normally very sensitive to the 
orifice orientation and that the profiles were rather smooth in 
traversing from positions between jet rows to positions im
mediately opposite jet rows. This indicated that dynamic 
presssure effects were normally of minor significance. 

Discharge coefficients for each jet plate were determined 
from separate tests conducted with the plenum/jet plate 
assembly removed from the impingement plate and 
discharging directly to the laboratory environment at at
mospheric pressure. Discharge coefficients were defined in the 
standard manner as the ratio of the actual to the ideal flow 
rate, where the latter was calculated assuming one-
dimensional isentropic perfect gas flow, using measured 
values of plenum pressure, plenum temperature, and at
mospheric pressure. The defining equation is 

where G, = mj/A0. The actual flow rate (ntj) was determined 
via the standard orifice in the flow metering section upstream 
of the plenum. A discharge coefficient determined as 
described above is an average value over all holes in the jet 
plate. While discharge coefficients for individual holes were 
not determined, each jet plate was checked for flow 
uniformity with very satisfactory results as detailed in [4]. 
Discharge coefficients for each jet plate were measured over a 
nominal range of jet Reynolds numbers from 2.5 x 103 to 5 
x 104. The values were found to be essentially independent of 
Re, over this range [4]. The values summarized in Table 1 are 
mean values over the range. 

The jet mass velocity for each spanwise row of holes was 
calculated based on equation (1) using the channel pressure 
measured at the row location and CD = CD for the particular 
jet plate (Table 1). The sum of the flow rates over all ten rows 
was then compared with the standard orifice measurement of 
the total jet flow rate. These mass balances ordinarily closed 
to within a few percent. However, for tests with the smaller 
channel heights and larger initial crossflow rates, significant 
discrepancies up to 42 percent were observed. The 
discrepancies were thought to be due to crossflow and im
pingement surface proximity effects on the discharge coef
ficients. 

Several special tests were then conducted to determine the 
effect of crossflow and impingement surface proximity on the 
discharge coefficients. These tests were performed with the 
plenum jet plate assembly mounted over the impingement 
plate as in standard flow distribution tests, but with the last 
nine spanwise rows taped over, leaving only the upstream row 
open. This permitted the jet flow rate through the single open 
row to be measured directly at the standard orifice flow 
metering section upstream of the jet plenum. A crossflow rate 
was also orifice-metered and then introduced through the 
initial crossflow plenum as in the standard flow distribution 
tests. The channel pressure at the open row location was 
measured with the static pressure probe, using the same 
technique as described above for the channel pressure 
traverses. In this way, discharge coefficients were determined 
as a function of crossflow-to-jet velocity ratio (Gc/Gj) and 
impingement surface proximity (z/d). The use of these results 
in the reduction of the flow distribution data greatly improved 
the mass balances (flow rate closures) in those cases where 
significant discrepancies had existed. The detailed results of 
the special tests for the crossflow effect on discharge coef
ficients are presented in the next section. 

Effect of Crossflow on Discharge Coefficients 

Special tests were conducted as just described using the 5(5, 
4)7 jet plate at z/d = 1 , 2 and 3 and the 5(5, 8)7 jet plate at z/d 
= 1. The jet flow rate was set to give a jet Reynolds number 
of 104. The crossflow was then varied to give a range of 
Gc/Gj. The results are plotted in Fig. 3. For the larger values 
of Gc/Gj, the jet Reynolds numbers were set at less than 104 

in order not to exceed the available compressed air supply for 
the crossflow rate. For these cases the specific Re, values are 
noted in the Figure adjacent to the appropriate data points. 
The composite uncertainly for these CD values was estimated 
by the method of Kline and McClintock [6] to be ± 3 percent. 

The behavior indicated is that CD remains essentially 
constant for Gc/Gj, ranging from zero to a value somewhat 
less than unity. The data in this range is in close agreement 
with the individual jet plate average values previously 
determined in the absence of both a crossflow and an im
pingement surface (Table 1). Beyond this range, CD decreases 
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Fig. 4 Effect of jet Reynolds number on jet orifice discharge coef
ficients for several values of cross-to-jet velocity ratio 

significantly in a smooth monotonic fashion, and values for 
z/d = 2 and 3 are somewhat larger than values for z/d = 1. 

To examine the sensitivity of CD on Re,- in the presence of a 
confined crossflow, a second set of special tests was con
ducted using the upstream row of holes of the 5(5, 4)7 jet plate 
with z/d = 1. The value of Gc/Gj was maintained constant at 
several different values. At each value CD was determined 
over a range of Re,. The results (Fig. 4) indicate that for 
Gc/Gj = 0, CD is not very sensitive to Rey, which is consistent 
with the prior test results made with the full jet plate in the 
absence of both a crossflow and an impingement surface. For 
the finite values of Gc/Gj, a similar conclusion may be 
drawn, though for Gc/Gj = 1 some small dependence is 
noticeable as Re, drops below about 5 x 103. Nevertheless, 
deviations from a mean value over the Re, range are no larger 
than a few percent. 

Labeling the value of Gc/Gj at which CD begins to decrease 
as the "break point" (bp) value the observed behavior may be 
summarized as follows: (/) for 0 < Gc/Gj < (Gc/Gj)bp, CD 

may be considered constant (i.e., independent of Gc/Gj and 
z/d) and equal to CD, (ii) for Gc/Gj > (Gc/Gj)bp, CD 

depends primarily on Gc/Gj and secondarily on z/d, and (Hi) 
for practical purposes CD may be considered independent of 
Rey. 

In order to make use of these results in the reduction of the 
flow distribution data, algebraic representations of CD versus 
Gc/Gj were developed. These are summarized in Table 2. The 
function £(GC/Gj) appearing in Table 2 is defined by 

1.06 
£(GC/G,) = (2) 

(Gc/G,+0.806)0602 

This represents a nonlinear least squares curve fit to the CD 

data points for Gc/Gj > (Gc/Gj)bp obtained using the B(5, 
4)7 jet plate with z/d = 1 (open circles in Fig. 3). The coef
ficients of £ shown in Table 2 for the (5, 4) plate at z/d = 2 

Table 2 Algebraic representations for dependence of 
discharge coefficients on the crossflow parameter (Gc/Gj) 

Configuration 

5(5,4,1)/ CD = 

5(5,4,2)7 

5(5,4,3)7 

5(5,8,1)7 

5(10,4,1)7 
and 

5(10,8,1)/ 

Cn 

Cn = 

Cr. 

Equation 

0,85 

tt(Gc/Gj) 

0.85 

l.0S^Gc/Gj) 

0.85 

\.U&GC/Gj) 

0.80 
-0.m(Gc/Gj) + 0.893 
£{GC/Gj) 

0.76 
-0.128(G[./Gy) + 0.825 
Wc/Gj) 

Range of Gc/ 

0 to 0.63 

>0,63 

0 to 0.83 

>0.83 

0 to 0.90 

>0.90 

0 to 0.54 
0.54 to 1.5 

>1.5 

0 to 0.54 
0.54 to 1.8 

>1.8 

Note: The function £(GC/Gj) is defined by equation (2). 

and 3 (1.08 and 1.11, respectively) are the best fit constant 
multipliers of £ based on the z/d = 2 and 3 data, respectively. 
The equation for intermediate Gc/Gj values for the (5, 8, 1) 
case is a best fit straight line constrained to be tangent to the £ 
function at Gc/Gj = 1.5. For clarity, only the curve for the 
(5, 4, 1) case is shown in Fig. 3. 

Since the (10, 4) and (10, 8) jet plates were not used in 
conducting the special CD tests, the representation sum
marized in Table 2 for the (10, 4, 1) and (10, 8, 1) con
figurations was inferred from the results for the (5, 4, 1) and 
(5, 8, 1) cases. The "break point" was set at the same value as 
existed for the (5, 8, 1) case. As in the prior cases, CD for 
Gc/Gj below the "break point" was set equal to CD from 
Table 1. For the largest values of Gc/Gj, the £ function was 
used, with a linear function joining the "break point" with 
the £ function. 

In a prior study by Damerow et al. [7], no significant effect 
of a confined crossflow on jet orifice discharge coefficients 
was found. Since in that study the maximum value of Gc/Gj 
was only about 0.8, the conclusion reached is quite consistent 
with the present results. For angled film cooling holes, 
Meitner and Hippensteele [8] found a significant effect of the 
mainstream flow on the coolant injection rate for coolant to 
mainstream momentum flux ratios less than about 0.4. 

Flow Distribution Model 

In a previous paper [3], a simple one-dimensional, in
compressible flow distribution model was found to be 
adequate for predicting flow distributions for the array 
geometries ' considered here, under noninitial crossflow 
conditions. The model was developed by assuming the 
discrete hole array to be replaced by a surface over which the 
injection is continuously distributed. It also included the 
assumptions of constant discharge coefficient and negligible 
effect of channel wall shear. A similar approach was used by 
Dyban et al. [9] for arrays with no initial crossflow, including 
some attempt at accounting for channel friction effects. 
Martin [10] applied a similar model for a geometry in which 
the injected flow was in fact continuous in the streamwise 
direction; i.e., an array of slot nozzles in which the outlet flow 
was constrained to exit parallel to the slots. 

The basic model developed in [3] is here extended to include 
the presence of an initial crossflow. For some of the 
geometries considered the effect of crossflow on the discharge 
coefficient and the effect of wall shear were found to be 
significant when an initial crossflow was present. The model 
is therefore extended to include these effects as well. 
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Fig. 5(b) Discrete hole injection model 

Consider the continuous injection model illustrated in Fig. 
5(a). The continuously distributed injection velocity GJ is 
related to the jet velocity G, (Fig. 5(b)) through the open area 
ratio, GJ = GjA*. The distributed injection velocity may then 
be written in terms of the discrete hole discharge coefficient as 

GJ=A*0CD[2p(P0-P)Y<2 (3) 

where, in general, we consider 

CD = CD(GC/Gj) 

A force-momentum balance on the control volume indicated 
in Fig. 5(a) results in 

2GcdGc 2rwdx 
dP=-

A mass balance leads to 

G;= *°I 
' dx 

(4) 

(5) 

For constant P0, the elimination of GJ and P from equations 
(3), (4), and (5) in favor of Gc yields in dimensionless form 

d2Gc _ B2GC[1 +f(L/2z)Gc/(dGc/dx)] + C(dGc/dx) 
=r~ — ; ; (6) 

1 + CGc/(dGc/dx) dx2 

where 

and 
B = yf2A*0CDL/z 

C = 
A*nL 1 dCn 

z CD d(Gc/Gj) 

In the presence of an initial crossflow the boundary con
ditions are Gc = mc/(z-w) at x = 0 and Gc = (mc + 
mj)/(z' w) at x = L or in dimensionless form 

Gc = M/(\+M) at x = 0 (7a) 

Gc = 1 at x=\ (lb) 

Equation (6) is nonlinear and must be solved numerically 
for the general case. Numerical solutions will be presented 
shortly. However, for the important and useful special case 
where CD is constant and wall shear is negligible (f=0) the 
equation is linear and closed form solutions may be easily 
written. 

Closed Form Solutions For Constant CD,f=0. For con
stant CD a n d / = 0 , the solution to equation (6) for G(., with 

boundary conditions (7a) and (lb), may be conveniently 
written in terms of hyperbolic trigonometric functions. The 
corresponding continuous injection velocity, Gj, may then be 
written in closed form with the aid of equation (5). This result 
is then utilized to evaluate the discrete hole array jet velocity 
distribution by assuming that the value of Gj for a given 
spanwise row of holes is that corresponding to GJ(x) with x 
evaluated at the centerline of the row. The final result for the 
jet velocity distribution is 

Gj 
= B 

(1 +M)COS1XBX-MCOS1LB(1 -x) 

sinhS 
(8) 

The crossflow parameter of interest is the crossflow velocity 
approaching a given spanwise jet row relative to the jet 
velocity of the row. This may be satisfactorily approximated 
utilizing Gc from the continuous injection model evaluated 
one-half a hole spacing upstream of the given row (Fig. 5(b)), 
divided by Gj from equation (8). This operation results in 

1 (l+M)sinhBx'+MsmhB(l-x') 

Gj V2C0 (1 + M)coshBx - MCOS1LS( 1 - x) 

wherex' = x - (l/2)(*„/L). 

(9) 

Numerical Solutions. For conditions under which CD is 
dependent on Gc/Gj or the wall shear term is included, or 
both, equation (6) must be solved numerically. CD was 
evaluated as a function of Gc/Gj using the appropriate 
equation from Table 2. Note that Gc/Gj may be written in the 
form 

G, AIL G, 

Gj z (dGc/dx) ( 1 0 ) 

with the aid of equation (5) and the relation GJ = GjA*. 
Thus, CD may be considered as a function of Gc and dGc/dx. 

For the complex flow conditions encountered in these jet 
array geometries a general accurate model for the friction 
factor is not available. However, in order to assess the 
significance of wall shear effects the friction factor was 
approximated according to standard representations for fully 
developed flow in smooth ducts of constant cross section [11]: 

/= 

24/Rec 

0.079/Re?-25 

0.046/Re°-20 

R e c < 2 x l 0 3 

2 x l 0 3 < R e c < 3 x l 0 4 (11) 

R e r > 3 x l 0 4 

For use in equation (6), the crossflow channel Reynolds 
number appearing in these friction factor expressions may be 
replaced by 

Rec=2GcRej(l+M)A*(L/d) (12) 
To proceed with the numerical solution of equation (6) with 

boundary conditions (7a) and (lb) it is necessary to specify the 
geometrical parameters, the flow ratio, M, and the mean jet 
Reynolds number, Re,. Then, taking into account equations 
(10), (11), and (12), equation (6) is of the form 

d2Gc/dx2 =fcn(x,Gc,dGc/dx) 
Solutions were obtained by the shooting method using a 
fourth order Runge-Kutta integration scheme. Results for 
Gj/Gj and Gc/Gj were then obtained using the same ap
proach as outlined above for the special case of constant CD 

a n d / = 0 . These results are presented in graphical form in the 
next section. 

Results and Discussion 

Experimental flow distribution results for seven different 
configurations are presented in Figs. 6-12, with one con-
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Fig. 6 Effect of initial crossflow on jet array flow distribution for B(10, 
8,3) / geometry - experimental data compared with predictive model 
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Fig. 8 Effect of initial crossflow on jet array flow distribution for B(10, 
4, 3)/ geometry - experimental data compared with predictive model 
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Fig. 7 Effect of initial crossflow on jet array flow distribution for 6(10, 
8,2)1 geometry - experimental data compared with predictive model 

Fig. 9 Effect of initial crossflow on jet array flow distribution for 8(5, 
4,2)1 geometry - experimental data compared with predictive model 

figuration represented by each figure. Both the jet flow 
distribution (Gj/Gj) and the cross-to-jet velocity ratio 
(Gc/Gj) are shown in each figure for nominal values of 
M=mc/mj at zero, 0.2, 0.5, and 1.0. However, in some 
instances the data for intermediate values of M is omitted for 
clarity. The closure obtained for the experimental mass 
balance in each case is listed in the figures. This closure value 
is the ratio of the sum of the individual spanwise row jet flow 
rates to the total jet flow rate measured by the standard 
orifice. The data points for Gj/Gj were determined using G, 
based on the sum of the individual row flow rates. This ap
proach tends to compensate for any small bias which may 
have been present in the individual row measurements. The 
uncertainty associated with these data points was estimated by 
the method of [6] to be ±2 percent. The uncertainty for the 

Gc/Gj data points ranges from about ±2 percent for 
downstream rows, smaller values of mc/mh and larger values 
of (y„/d)(z/d) to about ±4 percent for upstream rows, larger 
mjrrij, and smaller (y„/d)(z/d). 

The solid curves in each figure are based on the theoretical 
model with/=0 (i.e., neglecting wall shear effects). For those 
cases where Gc/Gj did not exceed (Gc/Gj)bp, CD was con
stant and the solid curves are represented by the closed form 
solutions (8) and (9). These cases are indicated in the figures 
by the notation "CD constant." Where CD depended on 
Gc/Gj, indicated by the notation "CD variable," the solid 
curves represent numerical solutions. Numerical solutions 
including the effect of wall shear (f^O) are shown by dashed 
curves for those cases where the effect is noticeable relative to 
the corresponding/= 0 case. 
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Fig. 10 Effect of initial crossflow on jet array flow distribution for 
B(10, 8, 1)/ geometry - experimental data compared with predictive 
model 
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Fig. 11 Effect of initial crossflow on jet array flow distribution for S(5, 
8,1)/ geometry - experimental data compared with predictive model 

Consider first Figs. 6, 7, and 8. These are geometries with 
x„/d= 10, and values of the product (y„/d) (z/d) equal to or 
greater than 12. For the (10, 8, 3) case (Fig. 6), the jet flow 
distribution remains nearly uniform with a nearly uniform 
linear increase in Gc/Gj even for mc/mj = 1. As (yn/d){z/d) 
decreases (Figs. 7 and 8) and mc/mj increases, the flow 
distribution becomes more nonuniform. Gc/Gj continues to 
increase in a nearly linear fashion, but at mc/m/ = 1 the 

B ( 5 , 4 , j ) I Re, - 10" 
CD =0 B5 CD variable 

Fig. 12 Effect of initial crossflow on jet array flow distribution for B(5, 
4,1)f geometry - experimental data compared with predictive model 

initial crossflow has become large enough to cause Gc/Gj to 
be almost uniform for the (10, 4, 3) case (Fig. 8). The 
predictions show the effects of wall shear just beginning to 
appear for (10,8,2) and (10,4,3) at mc/trij = 1. Test results 
with x„/d=5 (not shown here) were essentially the same as 
those for x„/d=\Q. The theoretical predictions were also 
identical, except for an even smaller effect of wall shear. The 
composite uncertainty of these predictions due to un
certainties in the input parameters, again based on the method 
of [6], is ±2 percent for Gj/Gj and ±4 percent for Gc/Gj. In 
light of these uncertainties and the previously noted data 
point uncertainties, verification of the predictions by the data 
is excellent. 

Consider next Figs. 9-12. These geometries all have 
(y„/d)(z/d) equal to or less than eight, and all have z/d= 1, 
except the (5,4,2) case (Fig. 9). The flow distributions all 
become much more highly nonuniform with increasing mc/mj 
than for the previous cases considered. The cross-to-jet 
velocity ratio varies, in general, in a nonlinear fashion and in 
all cases changes from an increasing to a decreasing function 
of streamwise location as mc/mj goes from zero to unity. For 
the (5,4,2) and (10,8,1) cases (Figs. 9 and 10) this transition 
occurs for a nominal value mc/mj of 0.5, while for the (5,8,1) 
case (Fig. 11) it occurs between 0.2 and 0.5, and for the (5,4,1) 
case (Fig. 12) it occurs before mc/mj has reached 0.2. 

For all of these cases (Figs. 9-12), except (5,4,2) for mc/mj 
< 0.5, Gc/Gj reached values greater than the "break point" 
values at which CD began to decrease (see Fig. 3 and Table 2). 
However, the effect is minor for mc/mj = 0 and becomes 
significant more or less rapidly with increasing mc/mj, 
depending on the particular geometry. With increasing 
mc/mj, Gc/Gj greatly exceeds unity at the upstream 
locations, and for the (5,4,1) case (Fig. 12) with mc/mj = 0.5 
and 1, the jet flow at the first upstream row is essentially zero. 

The effect of wall shear for the cases of Figs. 9-12 also 
becomes much more significant than for the previous cases. 
However, the effect is still minor with no initial crossflow 
present. Where the theory curves show little or no effect of 
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Fig. 13 Channel pressure profiles compared with predictive model 

friction, they are again quite consistent with the data. Where 
the theory shows a significant friction effect, the prediction 
including this effect generally agrees more closely with the 
data; and considering the complexity of developing a more 
precise accounting of wall shear effects for these flow fields, 
the agreement is quite satisfactory. The results with friction 
are particularly good for the (10,8,1) case (Fig. 10). For 
(5,8,1) (Fig. 11) the magnitude of the friction effect appears to 
be somewhat underpredicted. This may be due to the smaller 
streamwise flow development length between spanwise rows 
for this case, which is just one-half that for the (10,8,1) case. 
Recall that the predictive model for the friction factor, 
equation (11), was written assuming a fully developed flow. It 
may also be noted, however, that the mass balance closures 
were, unfortunately, not quite as good for (5,8,1) as they were 
for (10,8,1). 

For the cases with (y„/d)(z/d) < 8 (Figs. 9-12), the 
composite uncertainty of the predictions due to uncertainties 
in the input parameters is the same as previously noted for 
(y„/d)(z/d) > 12 (Figs. 6-8), except for the first several 
upstream rows at the larger mc/mj, where the composite 
uncertainty is larger. For example, at the first row for 
(yn/d)(z/d) = 8 (FigsL9, 10, and 11), with mc/mj = 1.0, it is 
± 12 percent for Gj/Gj and, ±16 percent for Gc/Gj. At the 
first row for (y„/d){z/d) = 4 (Fig. 12), with mjrrij = 0.2, it 
is ±18 percent for Gj/Gj and ±22 percent for Gc/Gj. For 
these conditions, the largest discrepancies between the 
predicted curves and the data points are also observed for the 
first row or two, the agreement, in general, quickly improving 
downstream. The discrepancies may be due to uncertainties, 
or to an inadequate friction factor model, or both. 

Finally, it should be noted that predictive curves with 
friction are not indicated for (5,4,1) (Fig. 12) for mc/mj = 
0.5 and 1. Because of singularities arising during iterations 
involved in the numerical solution technique these predictive 
results were not obtained. However, the position of the Gj/Gj 
curves for f = 0 (Fig. 12) relative to the data points fits the 
pattern shown by the results for the smaller initial crossflow 
ratios for which predictive curves with the friction effect are 
shown. In any event, this (5,4,1) geometry with any 
significant crossflow is not a good candidate for practical 
application since the jet flow rates at the upstream rows of 
holes are essentially nullified by the crossflow. 

The measured pressure distributions corresponding to 
several of the cases for which flow distributions have been 
presented are shown in Fig. 13. These are typical and span the 
range from the most nearly uniform to the most nonuniform 
pressure distributions. The theoretical curves shown were 
computed from equation (1) using as input the solutions for 
Gj/Gj from the flow distribution model. This approach 
results in quite satisfactory predictions for the pressure 
distributions and therefore also for the overall pressure drop 
from the jet plenum to the jet array exit section. 

Concluding Remarks 

Experimentally determined flow distributions for jet arrays 
with ten spanwise rows of holes in the presence of an initial 
crossflow have been presented. These flow distributions range 
from uniform to highly nonuniform depending on the 
geometric parameters and the ratio of initial crossflow to jet 
flow. For crossflow-to-jet velocity ratios greater than a value 
somewhat less than unity, jet orifice discharge coefficients do 
not remain constant but decrease significantly, and show a 
secondary dependence on z/d. However, for the full range of 
geometric parameters covered the crossflow-to-jet velocity 
ratios never become large enough for this discharge coef
ficient effect to be very significant when there is no initial 
crossflow present. In addition, the effect is not significant in 
the presence of initial crossflow rates at least as high as the 
total jet flow rate, as long as the geometric parameter 
(y„/d)(z/d) is equal to or greater than 12. As this parameter 
decreases, cross-to-jet velocity ratios become large enough to 
affect the discharge coefficients but only for initial crossflow 
to total jet flow ratios above a certain value. This value 
decreases as the parameter (y„/d){z/d) decreases. 

Predictions based on a relatively simple one-dimensional 
model in which effects of channel wall shear were first ex
cluded, then included, show that this effect becomes 
significant for essentially the same conditions that the 
variable discharge coefficient effect does. The model, with 
constant CD and f = 0, results in closed from solutions. These 
are in excellent agreement with the data. Otherwise, 
numerical solutions are required. These, too, are consistent 
with the data but the agreement is not as good in some cases, 
the primary reason presumably being the lack of an 
adequately precise friction factor model for these complex 
flows. However, the cases where variable discharge coef
ficient and wall shear effects tend to be of more than minor 
significance are primarily those with narrow channel heights 
of z/d = 1. These cases may also have somewhat lesser 
significance in terms of immediate practical application. 
Additional details regarding the work reported herein, in
cluding complete graphical and tabular presentation of all 
reduced data, may be found in [12]. 

Acknowledgment 

The support of the National Aeronautics and Space Ad
ministration, Lewis Research Center is hereby gratefully 
acknowledged. 

References 

1 Metzger, D. E., Florschuetz, L. W., Takeuchi, D. 1., Behee, R. D., and 
Berry, R. A., "Heat Transfer Characteristics for Inline and Staggered Arrays 
of Circular Jets with Crossflow of Spent Air," ASME Journal of Heat 
Transfer, Vol. 101, 1979, pp. 526-531. 

2 Florschuetz, L. W., Berry, R. A., and Metzger, D. E., "Periodic 
Streamwise Variations of Heat Transfer Coefficients for Inline and Staggered 
Arrays of Circular Jets with Crossflow of Spent Air," ASME Journal of Heat 
Transfer, Vol. 102, 1980, pp. 132-137. 

3 Florschuetz, L. W., Truman, C. R., and Metzger, D. E., "Streamwise 

Journal of Engineering for Power APRIL 1983, Vol. 105/303 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Flow and Heat Transfer Distributions for Jet Array Impingement with 
Crossflow," ASME Journal of Heat Transfer, Vol. 103, 1981, pp. 337-342. 

4 Florschuetz, L. W., Metzger, D. E., Takeuchi, D. I., and Berry, R. A., 
"Multiple Jet Impingement Heat Transfer Characteristics—Experimental 
Investigation of Inline and Staggered Arrays with Crossflow," NASA Con
tractor Report 3217, Mechanical Engineering Department, Arizona State 
University, Tempe, January 1980. 

5 Florschuetz, L. W., Metzger, D. E., and Truman, C. R., "Jet Array 
Impingement with Crossflow—Correlation of Streamwise Resolved Flow and 
Heat Transfer Distributions," NASA Contractor Report 3373, Department of 
Mechanical Engineering, Arizona State University, Tempe, January 1981. 

6 Kline, S. J., and McClintock, F., "Describing Uncertainties in Single 
Sample Experiments," Mechanical Engineering, Vol. 75, 1953, pp. 3-8. 

7 Damerow, W. P., Murtaugh, J. C , and Burggraf, F., "Experimental and 
Analytical Investigation of the Coolant Flow Characteristics in Cooled Turbine 
Airfoils," NASA Contractor Report 120883, General Electric Company, 
Cincinnati, Ohio, June 1972. 

8 Meitner, P. L., and Hippensteele, S. A., "Experimental Flow Coef
ficients of a Full-Coverage Film-Cooled Turbine Vane Chamber," NASA TP-
1036, Sept. 1977. 

9 Dyban, E. P., Mazur, A. I., and Golovanov, V. P., "Heat Transfer and 
Hydrodynamics of an Array of Round Impinging Jets with One-Sided Exhaust 
of the Spent Air," International Journal of Heat and Mass Transfer, Vol. 23, 
1980, pp.667-676. 

10 Martin, H., "Heat and Mass Transfer Between Impinging Gas Jets and 
Solid Surfaces," Advances in Heat Transfer, Vol. 13, Academic Press, New 
York, 1977, pp. 1-60. 

11 Kays, W. M., Convective Heat and Mass Transfer, ch. 6, McGraw-Hill, 
New York, 1966. 

12 Florschuetz, L. W., et al, "Jet Array Impingement Flow Distributions 
and Heat Transfer Characteristics—Effects of Initial Crossflow and 
Nonuniform Array Geometry," NASA Contractor Report 3630, Department 
of Mechanical and Aerospace Engineering, Arizona State University, Tempe, 
Ariz., Nov. 1982. 

304/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. L. K. Wittig 
Professor. 

Mem.ASME 

L. Dorr 
Dipl.-lng. 

S.Kim 
Dr.-lng. 

Lehrstuhl und Institut fur Thermische 
Strbmungsmaschinen, 

Universitat Karlsruhe (T.H.), 
7500 Karlsruhe 1, West Germany 

Scaling Effects on Leakage Losses 
in Labyrinth Seals 
The accurate prediction of leakage losses through labyrinth seals in gas turbine 
engines depends largely on exact measurements. As tolerance effects are important, 
scaled-up models are used for experimental analysis. Application to real size engine 
conditions is of predominant importance. Measurements in a newly developed test 
section over wide pressure ranges with geometrically similar straight-through seal 
models of different scale indicate that the flow coefficient is not independent of 
scale. In a first attempt to clarify these questions, the results obtained from various 
models were correlated using Fanno-line analysis with dimensionless integral 
friction coefficients. The results obtained reveal the necessity for simul
taneous consideration of Reynolds and Mach-number effects as well as relatively 
small geometrical deviations. 

Introduction 
Despite considerable progress in the development of ad

vanced techniques such as gas-film seals, labyrinths will 
continue to be the most widely used sealing element in jet 
engines as well as in stationary turbomachines. Simplicity and 
compact design, reliability and operational characteristics -
especially high temperature resistance - are some of the major 
advantages. 

Many attempts have been made in describing the leakage 
losses through labyrinth seals. Trutnovsky [1] in his com
prehensive book summarizes the earlier attempts by Stodola 
[2], Egli [3], Jones [4], Komotori [5] and others. Jerie 
recognizes the importance of various geometrical parameters 
for straight-through labyrinth seals [6], and Martin derives 
the drag coefficient for isothermal, low-Mach number flow 
[7]. Reasonably good results are in general obtained by using 
these empirical or semiempirical relations. However, the new 
generation of jet engines, for example, with drastically 
reduced fuel consumption requires more accurate predictions, 
as the reduction of leakage losses leads directly to an im
provement of the thermal efficiency of the engine and its 
thrust. Furthermore, compressor characteristics and pumping 
are dependent on the sealing with direct consequences to the 
maneuverability of the aircraft. 

Stocker [8], therefore, in his recent studies, developed 
advanced labyrinth seals with reduced leakage losses through 
detailed aerodynamic testing. Flow visualization gave an 
additional insight, especially under the assumption of in
compressible flow. 

One major factor, however, which has been widely 
neglected so far is the scaling and transfer to engine con
ditions. Due to experimental requirements, measurements are 
usually made with scaled-up models. This is necessary to 
reduce errors in determining the geometry especially the radial 
clearance. With an engine clearance of 0.1 mm, for example, 
a deviation of 0.01 mm would lead to an error of ap-
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proximately 10 percent. The question, therefore, arises on 
how to utilize experimental results obtained from scaled-up 
models for the engine design. 

The present paper is a first attempt to clarify the effects of 
various influence parameters. Leakage losses are determined 
using geometrically similar, two-dimensional plane models at 
three different scales. Rotational effects have not been 
considered. An attempt is made to analyze the results using 
Fanno-line flow assumptions. 

Experimental Conditions 
The labyrinth test loop of conventional design is shown 

schematically in Fig. 1(a). Air is supplied by compressors with 
pressure ratios up to 4.0 and maximum flow rates of 4.5 kg/s. 
The inlet temperature of the settling tank is controlled by an 
intercooler or a heater. In designing the test section, care has 
been taken to achieve entrance conditions for the labyrinth 
similar to those under engine conditions and to avoid any 
geometrical deviations, i.e., expansion during pressurized 
operation. Heavy top and bottom plates support the labyrinth 
and the clearance can be altered by inserting spacer plates of 
predetermined width. Large side windows serve for optical 
diagnostics. Due to an extremely high channel width to 
clearance ratio of up to 900, side wall effects can be neglected. 

The pressure distribution across the individual throttling 
knives measured on the tip of the knife and within the 
chambers on the inner surface is determined by a Scanivalve-
controlled pressure transducer. The determination of the mass 
flow rate is accomplished by two parallel orifice meters. This 
is necessary for accurate measurements at high and low mass 
flows. All pressure data are stored and preprocessed by a 
mini-computer. Two modes of operation are possible: under 
regular conditions the back pressure is kept constant and the 
pressure ratio is altered by varying the pressure of the settling 
chamber. It is, however, possible to change the back pressure 
by throttling the exhaust flow with constant inlet total 
pressure. This is important for a detailed analysis of Reynolds 
number effects. All temperatures are determined using Ni-
CrNi-thermocouples. Mass flow rates are obtained from 
orifice and 1/4 circle-nozzle measurements in accordance with 
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DIN 1952 (German Standard), with calibrated orifice and 1/4 
circle nozzle for high and low flow rates, respectively. 
Reproducibility was found for all measurements. Here, the 
most critical parameters were always the accurate deter
mination of the clearance and the mass flow rate at low 
pressure ratios. 

Experimental Results and Analysis 

Conventional straight-through seal configurations were 
used to evaluate the influence of the scale on the loss 
parameters. Figure 1(b) illustrates the geometrical con
figuration. It should be mentioned, however, that absolute 
dimensions are not of major interest in this analysis as we are 
primarily concerned with scaling effects, i.e., dimensionless 
parameters describing the flow. 

The number of effective knives was varied from one to nine 
with the majority of measurements with three and five-knife 
seals. Various flow parameters have been used in the literature 
for the analysis and description of labyrinth seal losses. 
Stocker [8], for example, evaluates the flow parameter 

m-JTQ 
4> = 

PoA 
(1) 

with as a function of the overall pressure ratio 7r =p0/pa 

4>=f(-w ,n, Geometry). 
Other definitions have been introduced: The flow pa

rameter 4> discussed by Jones [4], for example, is frequently 
used for reference purposes. Here 

0 = / ( T T ,n,t/s) 

with 

m=A(j>*Jp0p0 (3) 

It is interesting to note that using Stocker's [8] and Jones's 
[4] data, dynamic similarity is not considered in transferring 
the data to, for example, high-altitude conditions and 
larger/smaller scale prototype engines. This, however, is of 
primary interest in the present study. 

The dimensionless mass flow parameter used in the present 
analysis is defined as: 

m 
m ideal 

where widea| is calculated in the usual way: 

GidealPo^ 
wideal — 

V7} 
with 

*-JSHr](;) ! ( * - l ) L \PO 

for subcritical pressure ratios and 

Qideal - Gideal ( — — ( ~7 / I 
V/Joo \ K + 1 / J 

(4) 

(5) 

(6) 

(7) 

for supercritical values. This definition is convenient for 
application in the present study. 
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Fig. 1(a) Labyrinth seal test facility 
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Fig. 1(b) Straight-through labyrinth seal: K/f = 0.875; bs/t = 0.208 s/t 
= 0.041 + 0.208 

At a given number of throttlings, cD was determined for a 
conventional straight-through labyrinth seal (see Fig. 1(b)) as 
a function of the overall pressure ratio across the test section. 
The pressure ratio was varied from p0/p„ = 1.02 to 2.5. Note 
that the flow regimes considered are extended to relatively low 
Reynolds numbers-i.e. , nearly incompressible flow-and 
include high Mach-number flow as well. Four different 

A = 
b = 

cD = 
dh = 
/ = 

N o m e n c l a t u r e 

cross-sectional area, m2 

width of test section, m 
mass flow parameter 
hydraulic diameter, m 
coefficient of friction, 

n = 

Pw2/2 
rh = mass flow rate, kg/s 

^ideai = ideal mass flow rate, kg/s 

Po 
Poo 

Cideal 

Re 

^0 

number of knives (throt
tlings) 
upstream pressure, N/m2 

downstream pressure, N/m2 

expansion function, s 
VK/m 
Reynolds number 
clearance, mm 
temperature at labyrinth 
inlet, K 

t = pitch, mm 
w = axial velocity over knife tip, 

m/s 
K = specific heat ratio 
/x = dynamic viscosity, kg/sm 
v = kinematic viscosity, m2/s 
<£ = flow parameter, s VK/m 
•K = pressure ratio 
4> = dimensionless flow 

parameter 
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P0/Po 
Fig. 2 Leakage losses for five-throttlings straight seal nominal clear
ance 0.1 mm 

P Q / P O 

Fig. 3 Leakage losses for five-throttlings straight seal nominal clear
ance 0.2 mm 

nominal clearances were chosen for each of the three models 
at scales of 3 to 1, 5 to 1, and 8 to 1 with respect to the engine 
prototype. Figures 2 to 5 illustrate the flow parameter for a 
typical labyrinth with five throttlings. Qualitatively, the 
results are in good agreement with available data. However, 
the influence of the scale is most evident for small clearances 
as shown in Figs. 2, 3, and 6. Deviations exceeding 10 percent 
are observed. With increasing nominal clearance, the dif
ference will be not quite as high (Fig. 5). An interesting ob
servation, however, is the reversal of the actual dependence 
with increasing clearance. Figure 3, for example, shows, that 
at constant pressure ratio and a nominal clearance of 0.2 mm 
cD is higher for scale 5:1 than for 8:1, whereas the opposite is 
observed for 0.1 mm nominal clearance. 

At a relatively large clearance, the scaling effects are 
drastically reduced at higher cD-values. The highest relative 
leakage losses, i.e., the highest cD parameter, is always ob
served for the smallest scale. This means that leakage losses 
under true engine conditions (i.e., scale 1:1) could be even 
higher. Numerous other experiments in our program confirm 
this observation for labyrinths with three and more throttlings 
(see Fig. 6). The question, therefore, arises which dominating 
similarity parameters are to be considered. Principally, at low 
pressure ratios, the Reynolds number should dominate 
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1.0 1.5 2,0 p 0 / P o o 2.5 
Fig. 4 Leakage losses for five-throttlings straight seal nominal clear
ance 0.3 mm 

Po/Po 
Fig. 5 Leakage losses for five-throttlings straight seal nominal clear
ance 0.5 mm 

Po'Po. 
Fig. 6 Leakage losses for three-throttlings straight seal nominal 
clearance 0.2 mm 

whereas at higher pressure ratios the compressibility effects 
could be of primary interest. 

For clarification, Fanno-line theory was chosen for analysis 
as frequently suggested. Using the mass flow rate data, the 
Fanno-line can be calculated when the cross-sectional area 
and the initial flow conditions (pressure ratio) are known. The 
integral coefficient of friction is then readily obtained. 
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Fig. 7 Dependence of friction factor on Reynolds number for five-
throttlings straight seal nominal clearance 0.1 mm 

f 10 

Fig. 8 Dependence of friction factor on Reynolds number for live-
throttlings straight seal nominal clearance 0.2 mm 

Figures 7-11 show the friction coefficient calculated from 
the experimental data as a function of the Reynolds number 
with the model scale as a parameter. Note the linear scale in 
plotting the experiments. 

Here, the Reynolds number is defined in the usual way as 

n wdh 2th 
Re= — = —- (8) 

v fib 
and is readily determined from the mass flow. If the tem
perature change is moderate, the Reynolds number will be 
approximately constant across the labyrinth. Notice that the 
roughness parameter —i.e., the ratio of the knife pitch to 
knife height-is the same for all scales. Again, the influence 
of the scale is evident. Even at relatively low Reynolds 
numbers considerable deviations are observed. In contrast to 
conventional rough pipe flow, the friction coefficient as 
calculated here, therefore, is not a function of the Reynolds 
number and dimensionless roughness parameter only. 

As demonstrated in Fig. 8, for example, the influence of the 
scale is important even at relatively high Mach numbers and 
Reynolds numbers as indicated by the constant pressure ratio 
lines. Typical transitional characteristics are observed for 
higher nominal clearances such as shown in Fig. 10. The 
relative changes of the friction coefficient with Reynolds 
number and pressure ratio (Mach number), though, are 
smaller for increasing clearances. This is obvious from 
comparing Figs. 8 and 10. Higher nominal clearances lead to 
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Fig. 9 Dependence of friction factor on Reynolds number for five-
throttlings straight seal nominal clearance 0.3 mm 
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Fig. 10 Dependence of friction factor on Reynolds number for five-
throttlings straight seal nominal clearance 0.5 mm 

0 20 40 60 R e . 1 0 - 3 80 

Fig. 11 Dependence of friction factor on Reynolds number for three-
throttlings straight seal nominal clearance 0.2 mm 

smaller pitch-to-clearance ratios used as dominant parameter 
by Jones [4]. Stocker's [8] and Jones's [4] data were derived 
from labyrinths with relatively low pitch/clearance-ratios, 
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whereas our measurements were made using pitch/clearance-
ratios from 4.8 to 24 with the higher ratios revealing the 
scaling effects. 

Discussion and Conclusions 
Various explanations for the observed dependence of the 

flow coefficient and friction factor on the scale can be found. 
An obvious reason is the requirement of dynamic similarity. 
For labyrinth seals, this results in 

cD = g(Re, p0/p<x, Dimensionless Geometry) (9) 
and 

/=g(Re,p0/Poo, Dimensionless Geometry) (10) 
when compressibility effects, i.e., larger pressure ratios, are 
to be considered. For different fluids, the specific heat ratio, 
K, can also be of importance. In the present study, however, 
only air has been used. Equations (9) and (10) reveal that the 
Reynolds number and hence the scale will have a marked 
effect, especially in aircraft engine application. Relatively 
small clearances and high-altitude operation are conditions 
which yield comparatively small Reynolds numbers even when 
higher pressure ratios are considered. From basic analysis of 
conventional frictional flow, it is well known that increasing 
subcritical Reynolds numbers will lead to reduced frictional 
coefficients. The friction coefficients derived from our 
Fanno-line calculations, as shown in Figs. 8, 9, and 10, reveal 
similar characteristics. This partly explains the general in
crease in cD with Reynolds number and pressure ratio. 
However, the inversion of the loss coefficient cD with scale -
i.e., with increasing Reynolds number-is not to be expected. 
The simultaneous influence of Mach number and Reynolds 
number which has been largely neglected in the majority of 
previous studies must be considered. Its importance is readily 
seen from Fig. 8. The present experimental analysis illustrates 
that, unless dynamic similarity is fulfilled, errors in the order 
of 10 percent or more may arise from using available data for 
design point calculations. 

One quite obvious reason for the scaling effects can be 
found in small differences of the geometry due to 
manufacturing or operation. Although in the present study an 
attempt was made to secure geometric similarity, minute 
differences (0.01 mm, for example) of such important 
parameters as the radii of the labyrinth knives cannot be 
excluded. Small scales, for examples, could lead to relatively 
larger radii resulting in lower friction coefficients, i.e., higher 
loss parameters. This assumption, however, is not fully 
supported by the results as shown in Figs. 2 and 7 for small 
nominal clearances. Here, scale 5:1 leads to the smallest flow 

coefficient, whereas scale 8:1 approaches that of 3:1 for small 
pressure ratios and Reynolds numbers. 

Finally, variations in the turbulence structure with scale 
could be responsible for the observed behaviour. For com
plete similarity, equation (9) should read 

C£)=g(Re,p0//»oo, Dimensionless 
Geometry, K, Tu) (11) 

where Tu is the intensity of turbulence under the assumption 
of a similar turbulence structure. The latter condition, 
however, is hard to achieve. A detailed analysis using two-
dimensional flow field models and employing recently 
developed turbulence models hopefully will reveal the in
fluence of the turbulence characteristics. Also, additional 
experiments extending our present measurements to wider 
absolute pressure ranges are necessary for clarification. 
Experiments as well as detailed numerical computations are 
planned in conjunction with heat-transfer measurements. 
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Ceramic Tube Heat Exchanger 
Technology Development for 
Indirect-Fired Gas Turbine Cycle 
Technology for pressurized, high-temperature, ceramic-tube heat exchangers is 
being established by materials evaluation, design, and fabrication studies followed 
by rig tests. Candidate ceramic materials have been surveyed for strength, en
vironmental reactions with coal ash, and other design properties. Design and 
fabrication studies of joining methods were responsible for selection of the chosen 
heat exchanger configuration. A full-length, twenty eight-tube, 4.56 m (15 ft), 
ceramic-tube heat exchanger with an 11.43-cm (4.5 in.)-dia ceramic header has 
been successfully tested with a 1232°C (2250°F) outlet temperature at 689 kPa 
(100 psi). Hot side gas temperature during this test was 1370°C (2500°F). This 
module has been operated for approximately 125 hrs including operation with a 
pulverized coal combust or. 

Introduction 
Modern, high-efficiency, gas turbine engines have been 

designed to operate on clean fuels that do not cause corrosion, 
fouling, or erosion of the hot turbine section. The range of 
fuels has been extended to a very limited extent by careful 
control or neutralization of potential corrosive agents such as 
sodium and vanadium. Economic factors are forcing 
examination of lower grade fuels, as illustrated in Table 1. 

Table 1 Composite cost of energy in dollar per million Btu 
for United States (Energy User News, March 9,1981) 

Fuel March 1981 March 1980 % increase 
Electricity 
Gasoline 
Distillate oil 
Residual oil 
Coal 

14.40 
12.63 
8.83 
5.87 
1.42 

12.48 
10.32 
7.01 
4.60 
1.36 

15 
22 
26 
28 
5 

Noteworthy is the more rapid rise in costs of petroleum-based energy than 
electricity and coal; the need to broaden the range of fuels used in the gas 
turbine is clear. 

Earlier attempts to direct-fire a gas turbise with coal were 
terminated in the early 1960s because of the erosion and 
fouling that occurred. More recent work on direct firing has 
been through the PFBC, where the coal is burnt in a fluidized 
bed with limestone to fix the sulfur to meet environmental 
requirements [1]. Two factors limit the acceptibility of this 
solution. The first is that the outlet gas temperature is limited 
to 954°C (1750°F) by factors such as clinkering in the bed and 
sulfur capture efficiencies. The second is uncertainty that 
conventional cleaning by multiple cyclones will maintain 
adequate cleanliness on a continuous basis. All tests run to 
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Conference and Exhibit, London, England, April 18-22, 1982, Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-158. 

GAS TURBINE 

Fig. 1 Indirect exhaust coal-fired combined cycle 

date have involved some cool-down of the PFBC off-gases 
resulting from duct losses which in turn required partial 
reheating by a "clean" fuel such as natural gas or diesel oil. 
Further, there appears to be evidence that a PFBC will be 
more effective in very large sizes (e.g., larger than 70 MW). 

An alternate approach to firing a gas turbine with dirty 
fuels is indirect firing. Figure 1 shows a schematic of such a 
system. The gas turbine's compressor discharge air is passed 
through one or more tubular heat exchangers fired externally 
by a coal combustor. The system includes heat recovery from 
the exhaust by a waste heat boiler and steam turbine using a 
once-through cycle demonstrated at Solar Turbines In
corporated (Solar). Particular importance is attached to the 
operation of the "gas" turbine on clean air. Analyses suggest 
that at least a 28 °C (50 °F) higher inlet temperature may be 
possible by avoidance of the combustion pattern factor and 
avoidance of accelerated corrosion or fouling. After ex
pansion through the turbine, the warm air is then used to 
supply the combustion air to the coal combustor. It is evident 
that this clean and warm air (~427°C (~800°F) could be 
used for other purposes if desired. Figure 2 shows some of 
these alternatives. 

Requirements of Indirect-Fired System. An indirect-fired 
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Fig. 2 Separately fired cogeneration systems 

gas turbine requires development and matcl. ng of a large 
number of components. These components would include 
manifolds, trim combustors, coal burners, and controls. 
When the problem areas were examined by a critical path type 
of analysis it was concluded that the heat exchanger to heat 
high-pressure air from 1300°F up to the turbine inlet tem
perature was the critical barrier to the system. It was further 
concluded that work on other components should not be 
started until a heat exchanger module had been operated to 
simulate the high-pressure, high-temperature service con
ditions expected in an indirectly coal-fired, open-cycle gas 
turbine. A tubular ceramic heat exchanger was selected as 
most likely to meet the range of requirements expected for a 
coal-fired unit. 

Current Status of the Technology Development 
The present effort to expand the technology base needed to 

design and fabricate a pressurized ceramic heat exchanger 
suitable for use in an indirectly coal-fired, open-cycle gas 
turbine began in January 1977 with funding support from the 
Department of Energy. This effort is currently continuing 
with support from both the Department of Energy [2] and the 
Electric Power Research Institute (EPRI). The objectives of 
this work are to identify and develop the necessary 
technologies for the construction of a pressurized, high-
temperature, ceramic, heat exchanger module. This module 
was operated for approximately 10 hrs in 1980 with outlet 
temperatures up to 1232°C (2250°F) at 689 kPa (100 psi) 
discharge pressure. Subsequently, a longer duration run 
extended this testing to 125 hrs. Future plans include 
operation with a pulverized coal combustor in November 
1981. The technology development includes work in material 
strength characterization, compatibility of ceramics with 
environments created by coal combustion, the development of 
ceramic joining technology, and design methodology studies. 
This work will conclude the first phase of the development of 
a ceramic heat exchanger for an indirectly fired, open-cycle 
gas turbine. 

Key Problems. Heat up, shutdowns, and quick thermal 
transients found in gas turbine operation are recognized to be 
a key problem for large heat exchangers and ceramic com
ponents. Coal combustion with its potential fouling and 
slagging problems, together with the impracticality of many 
cleaning methods used in boilers was the second key problem. 
A common solution to both of these key problems was found 
to lie in the axial combustion gas flow paths selected for the 

f 3 
Fig. 3 Sketch of relaxing tube joint 

exchanger. This solution was supplemented by methods to 
limit peak stresses that develop in critical ceramic com
ponents. The methods examined were relaxing glass ceramic 
joints and individually piloted tubes. Adaptations of these 
approaches were analyzed and reviewed in order to match the 
design with fabrication capabilities and material limitations. 

Material Strength Screening Tests. Three ceramic materials 
were selected as primary candidates for the heat exchanger 
module tubes (alpha-sintered silicon carbide, Carborundum; 
reaction sintered silicon carbide, NC 430, Norton; Super KT 
silicon carbide, Carborundum). Radial compression tests 
were completed over a temperature range from ambient 
extending up to 1371 °C (2500°F). None of the ceramics tested 
has sufficient strength to be used without thermal expansion 
provisions between the ceramic tubes themselves and between 
the ceramic components and the heat exchanger's metal shell 
[strengths above 138 MPa (20 ksi) are required]. 

Additionally, all of the materials were tested and found to 
be impermeable to air at 689 kPa (100 psi) and temperatures 
upto870°C(1600°F). 

Coal Environment/Materials Interaction. Interaction with 
coal was studied for NC 430 SiC, alpha-sintered SiC, and 
Super KT SiC specimens at two temperature regimes (air 
temperature from 1400 to 1315°C with material temperature 
from 1260 to 1040°C; and air temperature from 1250 to 
1095°C with material temperature from 1090 to 980°C). 
Specimens were examined after a 1000 hr test in a low velocity 
environmental test chamber. Contaminants in this test were 
6.16E-04 (gm/m3 gas) of Homer City flyash, 5.72E-04 
(gm/m3 gas) of sea salt. Ceramic material from a 100 hr V205 
contaminant test was also evaluated. Contaminant levels of 
V205 were 4.35E-04 (gm/m3 gas). For comparisons, ceramic 
material in the as-received condition was also examined. 

A selection of material test specimens from the en
vironmental tests were examined to determine changes in 
geometry and microstructure, and identify reaction products. 
Metallographic examination and scanning electron mi-

Journal of Engineering for Power APRIL 1983, Vol. 105/311 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I !

2 3 4 5
SPHERICAL DIAMETER OF TUBE END (INCHES)

(d,)

'----1----"-6----.J~~~~,!\;-O--~,2~-----;'114;-------;116
SPHERICAL DIAMETER OF TUBE END (CM)

Fig. 6 Effect of relative spherical dimensions on Hertzian contact
stresses

.-d1-1,0 ASS~ME: P = 4.53 kg!
~ (JOlBS)

!--d2--·-----1

SPHERE IN A
SPHERICAL CUP

80

70

60

0
0

~3
a.
6
UJ
UJ
W
go 2
UJ

10

Fig.4 Sectional permanent joint

Fig. 5 Spherical compression joint

croscopy with dispersive X-ray capability were used for the
analysis. ., .

After the 1000 hr test, the test specimens expenencmg
higher temperatures, exhibited a glassy deposit indicative of
melting of the contaminants. The deposit on the test
specimens subjected to the lower temperature regime still
retained characteristics of the flyash particles. Both NC 430
and Super KT SiC exhibited no significant change in structure
and minor dimensional change after the 1000 hrs exposure.
Significant material removal occurred on the alpha-sintered
SiC material (approximately 20 mm or 20 percent of tube wall
thickness). For all ceramic materials, maximum attack oc
curred at the leading edge (test specimens were tubular
segments tested with the environment flow. perpen~icu.lar to
the tube's axis) and was characterized by umform thmmng of
the structure. Preferential attack of free silicon was not
observed. Energy dispersive X-ray analysis did not reveal any
reaction products or elemental concentration gradients which
would account for the loss of material. The probable cause of
material removal is accelerated oxidation due to the im
pingement of contaminants which act to fracture, dissolve
and wash away the normally pure silica protective layer that
forms on the carbide. The accelerated thinning of the alpha
sintered material compared with Super KT and NC 430 SiC
under these test conditions indicated that the molten con
taminants are more reactive in contact with the alpha-sintered
material. A possible explanation is that the sintering aid in the
alpha-sintered material acts to decrease the viscosity of the
molten ash, thus allowing more rapid dissolution of the oxide.

No structural or dimensional changes were observed for
any of the ceramic materials after the 100 hr test with V2Os
contaminant.

Joining Technology. A number of glasses and joint designs
were tested using the relaxing joint concept. This concept
addresses the problem of use of a brittle material where large,

Fig.7 Finite element stress model of a spherical compression joint

thermally induced relative material expansions are common.
The relaxing joint concept consists of joining two ceramic
tubes to a ceramic sleeve with a glass filler (see Pig. 3). With
proper design of the joint, relative movement between the two
tubes under controlled thermal conditions can be ac
complished without deterioration of the heat exchanger's
permeability. . ...

Through the improvement in manufactunng capabilities, a
dense glass filled joint was fabricated. This joint was tested
for 100 hrs at 704°C (l300 0 P) and 689 kPa (100 psia) internal
pressures without significant leakage occurring in the glass
joint.

Gas tight permanent joints (Le., nomelaxing shown in Pig.
4) were constructed and have successfully completed 50 hrs
endurance tests at pressure and temperature. This was ac
complished through the development of an alloy which allows
the brazing together of two ceramic materials.

A ceramic to metal spherical compression joint was
designed and tested at 704°C (1300 0 P) with an internal gas
pressure of 551 kPa (80 psig) and end load of 20 kgm (44Ibs)
for 25 hrs without leakage. Also, ceramic to ceramic spherical
joints shown in Pig. 5 were constructed and tested.

The spherical joints that were fabricated and tested un
derwent extensive analysis. Practical conditions require that
the design avoid loading at the edge of either part of the seat.
This requires that the radius of the receptor seat be slightly
larger than the tube end. Pigure 6 shows how the Hertzian
stress level rises as the seat diameter becomes progressively
larger than the tube and for various tube end diameters. The
Hertzian contact area diminishes as the difference in diameter
increases until the minimum "line" contact is reached with a
spherical-ended tube in a conical receptor. The stress rises as
this contact area decreases as shown by Fig. 6. Several
spherical joints were made and compression tested. The
results indicate that the spherical joints being considered for
this project are more than adequate (failure loads for the 2.54-
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• Has potential of reducing flyash accumulations due to
lower catch efficiency and self-washing flow

• Minimizes large ceramic tube temperature variations
between tubes connected to the same header

Figure 8 illustrates the primary design advanced in this
program.

Fig.8 Axial counterflow heat exchanger concept

cm (I-in.) radius joint was approximately 11,778 kgm (26,000
lbs). One of the design requirements for the full-size, ceramic
heat exchanger is a maximum load on spherical joints not
exceeding 22.6 kgm (50 lbs). A finite element stress model,
shown in Fig. 7, was constructed of a spherical joint. The
results from the computer analysis for the failed spherical
joint test specimens indicate that failure was shear. These
failure stresses averaged 172,250 kPa (25,00 psi).

Heat Exchanger Full Size Module. Design and construction
of an axial counter flow shell and tube, heat-exchanger
module was completed. The following reasons are considered
primary in choosing the vertical, axial-flow heat exchanger
rather than a crossflow horizontal tube design:

• Minimizes circumferential thermal gradients and strain
caused by cross flow

• Eliminates internal air baffles; therefore, tube to baffle
friction joints

• Reduces bending stress in ceramic tubes caused by tube
weight over a long horizontal span
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Fig. 10 Ceramic header

Fig. 11 Finite element model of ceramic header joint

The heat exchanger module utilizes 4.57-m (15-ft) long,
2.54-cm (I-in.) o.d., 0.635-cm (l/4-in.) wall silicon carbide
ceramic-tubes (Fig. 9) spaced 0.635 cm (1/4 in.) apart in a
triangular matrix. A metal header with bellows was designed
into the heat exchanger's cold end. A silicon carbide ceramic
header was used at the module's hot end (Fig. 10).

The I I A-em (4.5-in.) SiC ceramic header underwent a
finite-element stress analysis in order to determine the stress
concentrations in the fillet area at the header-tube intersection
(finite-element model shown in Fig. 11). The results indicate
that the maximum tensile stress, 41,340 kPa (6,000 psi), in the
header will occur in the fillet area for the conditions expected
during transient operation. This stress, when combined with

314/VoI.105,APRIL 1983

Fig. 12 28·tube NC·430 SiC ceramic heat exchanger

Fig. 13 28·tube NC·430 SiC ceramic heat exchanger with a NC·430 SiC
ceramic header

others in the ceramic components, gives a calculated
probability of success of 99.999912.

In the heat exchanger module, tube-to-tube differential
expansions were relieved by incorporating a superalloy
bellows for each tube into the metal header at the heat ex
changer's cold end. The assembly of the module was ac
complished by providing a spherical compression joint
between the ceramic tubes and the ceramic header and the
ceramic tubes and the metal header. The spherical joint
required that the ceramic tubes be kept in compression to
insure a gas-tight seal between the tubes and headers. This
system offers a significant advantage, which is the ability to
assemble the heat exchanger module and replacing ceramic
tubes or headers by simply untensioning the floating header,
removing and replacing the desired components and then
repositioning the floating header. These features obviously
facilitate field repair.

The test module is shown in Figs. 12 and 13. Ten hrs of

Transactions of the ASME

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



~BRAZE JOINT

..,-/N.RETAINER COUPLING

METAL DUCT\.

/CERAMIC TRANSITION SECTION

". ,RAMIC ~IBER/~ /CERAMIC HEADER

[ __~-----L __~~=====;

Fig. 18 Axial finned tube (Norton Co.)

test facility (see Fig. 16). A new outer shell was constructed
with a refractory lining (Kaocrete 32-C) in order to survive the
environments resulting from coal firing the heat exchanger.
The 4.57 m (15 ft) long ceramic tube spherical seats were
refurbished. The tubes were installed in the new shell and
readied for endurance testing. This ceramic, heat exchanger
module has successfully completed 125 hrs of running at
temperature and pressure. The ceramic, heat exchanger was
fired up to 1370°C (2500 on the shell side and achieved tube
side temperatures of 1232°C (2250°F) at 689 kPa (100 psi). A
SiC ceramic transition section, diagramatically shown in Fig.
17, has been ordered to connect a metallic internally insulated
duct to the SiC ceramic header. This will be incorporated into
the full size ceramic heat exchanger.

After the endurance testing of the heat exchanger module
on No.2 oil, the ceramic heat exchanger will be fired using
Solar's pulverized coal burner. The coal that will be utilized is
a Colorado sub-bituminous with properties shown in Table 2
and 3. These tests will be run at specific firing temperatures
(selected in reference to the coal slagging temperature) in
order to evaluate the fouling potential of this particular
ceramic heat-exchanger design (i.e., axial counterflow). These
tests are scheduled for October 1981.

Ceramic tubes from three suppliers will be tested in order to
determine their respective "f" and "j" factors used in heat
transfer and pressure-drop calculations procedures. These
tests are scheduled for August 1981. Along with these bench
tests, axial finned tubes supplied from Norton (see Fig. 18)

Fig. 17 Header-to·duct transition
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operation with internal pressure of 689 kPa (100 psi), and oil
firing up to 1371·C (2500·F) was successfully completed in
1980. The testing included seven starts and shutdowns and
one instrumented thermal cycle. The thermal cycle consisted
of a severe shutdown from maximl,lm operating conditions
(1371·C firing temperature and 1204°C tube side outlet
temperature). Cool down rates of 556°C per min were
recorded. A plot of the testing showing firing, inlet, and
outlet temperatures is presented in Fig. 14 and 15.

The full-size, ceramic heat exchanger was moved to a new
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Table 2 Colorado sub-bituminus coal 
Proximate analysis 

% Moisture 6.37 
% Ash 7.05 
% Volatile 35.45 
% Fixed carbon 51.13 

Ultimate analysis 

% Carbon 68.07 
% Hydrogen 5.53 
% Nitrogen 1.35 
% Oxygen 17.48 
% Ash 7.05 
% Sulfur 0.52 

Total 100.00 Total 100.00 

Table 3 Ash fusion temperatures, °F 

Initial deformation 
Softening (H = W) 
Softening (H='/2W) 
Fluid 

Colorado 
Sub-bituminous 

2550 
2630 
2660 
2690 

Homer City 

2590 
2630 
2660 
2700 

and Coors will undergo thermal shock tests. The purpose of 
these tests will be to establish large radial gradients by heating 
the fin tips rapidly from ambient and secondly to establish the 

entire test specimen temperature at 1315°C (2400°F) and then 
rapidly cooling the tube's internal surface. These tests will 
aslo be completed in August 1981. The Norton finned tubes 
are slip-cast while the Coors tubes are vertically extruded and 
fired. 

Conclusion 
At the conclusion of our present contract with DOE and 

EPRI, Solar feels that with the technology that we have 
acquired since the early 1970's in the use of structural 
ceramics, we would be in a position to enter into a ceramic 
heat exchanger prototype development project ending with 
the field testing of a pressurized full size modularized ceramic 
heat exchanger in an environment suitable for siliconized 
silicon carbide materials. 
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Operating and Maintenance 
Experience With Model ¥-94 
100/135 MW Heawy-Duty Gas 
Turbines 
Towards the end of 1974, the first Model V-94 gas turbine with an ISO base-load 
rating of 91 NW was placed in service and three further similar machines shortly 
thereafter. The prototype unit has been operated to date for more than 21,000 hr 
and started up over 3,200 times. It has demonstrated over the past few years'ex
cellent operating availability, as well as starting reliability. The paper gives a 
detailed report of the operating experience and findings gained from the overhauls. 
It also describes the measures that were taken to achieve high reliability. Since the 
end of 1979 three uprated V-94 gas turbines employing air-cooled turbine blades 
with a unit output of up to 125 MW have been taken into operation. The initial 
experience with these machines is discussed. 

Introduction 

The first report of the operating experience with Model V-
94 gas turbine was published three years ago [1]. At that time 
four such units were in service and had already accumulated 
approximately 10,000 operating hrs and about 3000 starts. At 
present, seven V-94 gas turbines are in service which have 
aggregated 31,000 operating hours and 6200 starts. Six 
further similar machines are being manufactured in response 
to orders and order intentions. 

Basic V-94 Design 

An artist's view of the V-94 prototype gas turbine is shown 
in Fig. 1. The design is almost identical to that of the previous 
smaller 65 MW-class Model V-93 machines. The compressor 
and turbine blades are mounted on a common shaft built up 
from individual wheel disks. The rotor is supported in only 
two bearings located outside the pressurized region. The 
common turbine and compressor casing is horizontally split, 
and the two large silo-type combustion chambers are located 
on either side of the machine. The flame tubes are protected 
by refractory tiles. The earlier experience with Model V-93 gas 
turbines, which together have accumulated to date more than 
800,000 operating hrs and almost 35,000 starts, could be 
applied directly to the larger Model V-94 machines. 

The salient data for the V-94 and V-93 gas turbines are 
listed in Table 1. 

Although the V-94 model was designed from the beginning 
for a turbine inlet temperature around 1000°C, the first V-94 
machines were built for the same temperature as that of the V-
93 gas turbines at the time, namely 850 °C under base-load 

conditions. Thus the 42 percent higher output of the V-94 
model was achieved mainly by 40 percent higher air mass flow 
and by improved efficiency. This higher mass flow required 
corresponding enlargement of the machine dimensions. 

First V-94 Gas Turbine Plant 

The first Model V-94 gas turbine was installed at the end of 
1974 in the Munich Freimann municipal heating power plant. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-159. Fig. 1 Type V-94.0 gas turbine 
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Fig. 2 Model V·94 gas turbine installation
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the compressor stator blades was found to be damaged. As
shown in Fig. 5, the inner shroud is attached to each stator
blade by a blade hook. Although the operating forces on the
blade hooks are very low, nevertheless several hooks were
found with cracks. In one case a hook part had broken off
from the attachment and damaged several blades in the
downstream stages. Analysis confirmed that the fatigue
cracks were caused by the stress concentrations at the sharp
hook corners despite the low operating forces. This was
rectified by rounding the sharp corners of the blade hooks.

The vibration behavior of the rotor had also to be im
proved. As shown in Fig. 6, the steady-state vibration am
plitudes were normally less than 5 microns. During start-up,
however, they rose and reached a maximum of 30 microns
about 10 min. after the gas turbine had attained synchronous
speed and fell again within the following 30 min. to the
normal low steady-state level.

Measurements indicated that the vibration increase was
caused by temporarily disturbed rotor balance. The cause for

V-94 V-93

Air mass flow, kg/s 482 343

Turbine inlet
temperature, ·C 850 850

Power output, MW 91.2 64.2

Bearing span, mm 8500 7800

Table 1 Model V-94 and V-93 gas turbine rated base-load
performance data and dimensions

Distance between the
combustion chamber
centers, mm 8280 7150

Although all the extensive operating experience with the V-93
gas turbines was utilized in designing the V-94 model, a
comprehensivive test program was carried out in the
Freimann station to test the reliability of the unit under actual
operating conditions. Three further V-94 machines were
installed in 1974/75 for peak-load generation in power plants
in Vienna [2], Stuttgart and Munich (Freimann 2). One of
these installations is photographed in Fig. 2.

The first gas turbine in Munich Freimann [3, 4] operates
with heat recovery to produce hot water for district heating
purposes. It normally runs for about 4,500 hr per year and is
started up two or three times a day. The second machine in the
'Freimann station, however, is operated primarily to meet
peak-load demands for only about 500 hr per year. The unit is
started with its own generator in order to attain the required
fast start-up times. The automated starting and loading
procedures are shown in the Fig. 3 diagram.

As can be seen from Fig. 3, full speed is reached within 2
min. The loading commences with a 15-MW step following
synchronization and is continued linearly up to about 95
percent of base load at a normal rate of 8.5 MWImin or at a
fast rate of 23 MWImin when the output is needed more
rapidly. This means that 95 percent output can be attained
normally within 10 min. or within 5 min. if there is a more
urgent load demand. Loading above this 95 percent value can
be accomplished at the more gradual rate of 3 MWImin. The
starting, loading and unloading procedures are optimized in
order to minimize the thermal stresses and resultant fatigue
accumulation of the hot turbine parts. With this mode of
operation, the Freimann 1 gas turbine has been run more than
21,000 hr and started up over 3200 times. The systematically
evaluated operating statistics of this unit since 1977, when an
extensive test program and some corrective work were
completed, are depicted in Fig. 4. It shows that, except for
1978, the machine was available for operation more than 97
percent of the time. However, any comparison of
"availability" between different gas turbines and modes of
operation is difficult because the total outage time depends on
the basic application, load demand, owner's policy in regard
to stocking spare parts, productivity and training of the
operating personnel, along with numerous other factors not
directly related to the quality of the equipment.

The real significance lies in the forced-outage time and
starting reliability. It can also be seen in Fig .. 4 that over the
last four years of operation the gas turbine had a forced
outage factor of well below 2 percent and started 99.2 percent
of the times successfully when called upon to do so. These
values are remarkably good considering the high utilization
(service factor of about 50 percent) and the high start-up
frequency (two or three times a day). The low availability in
1978 was due to a major overhaul. The reason why this
overhaul took so long is that all the components were
examined much more intensively than is normally done
because this was the first V-94 gas turbine which had ac
cumulated such a large number of operating hours and so
many starts.

During this overhaul the attachment of the inner shroud at
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this transient unbalance was found during the overhaul to lie 
in inadequate sealing of the front rotor disks in the com
pressor. As can be seen in Fig. 7, the disk rims of the front 
rotor wheels are sealed with rubber rings. The grooves for the 
rubber rings in the Freimann 1 gas turbine were found to be 
eccentric. This eccentricity resulted in some of the rings being 
squeezed which led to unsymmetrical leakage of the. warm air 
out of the rotor, producing thermal bowing of the shaft 
during the warm-up period whenever the gas turbine was 
started up. This deficiency was overcome by sealing the front 
rotor disks with additional metallic bushings at the inner 
diameter of the disks. Since the machine was returned to 
service, no more unusual temporary vibration rises have 
occurred [5]. A second major overhaul of the Freimann 1 gas 
turbine was carried out at the beginning of 1981 after 20,000 
operating hrs and 3100 starts. No defects were found when the 
opportunity was taken to recheck the attachment of the inner 
shroud to the compressor stator blades with particular care. 

Particularly noteworthy was the excellent condition of the 
more critical turbine parts, such as the turbine blading and the 
combustion chambers. No defects were revealed when the 
turbine blades were subjected to the usual very careful crack-
testing procedures. Furthermore, no repairs even to the 
combustors, including the flame tubes with their ceramic tiles, 
as well as the hot-gas ducts and liners were necessary. This 
remarkable durability demonstrated once again the many 
benefits of the large silo-type combustor design. One of the 
main advantages is that the temperature profile of the hot gas 
entering the turbine is quite uniform, far more so than is the 
case with can-type or annular combustion systems. Also 
highly advantageous is that the flame zone does not have a 
line of sight to the turbine first-stage vanes which eliminates 
the radiational heat load and substantially reduces the 
possibility of vane cracking due to excessive thermal stress [6, 
7]. 

Maintenance Philosophy 

Orginally the maintenance cycle for V-94 gas turbines called 
for a one-week inspection after every 8000 hr of operation and 
a major overhaul at 16,000-hr intervals. Meanwhile this 
recommendation has been changed for both Model V-93 and 
V-94 gas turbines. A major overhaul is now recommended 
after every 20,000 hr of operation and a two-day inspection 
after every 4000 hr instead of the one-week inspection after 
8000 hr. This change in maintenance intervals has the ad
vantage of reducing the scheduled maintenance factor from 
6.3 to 5 percent on the basis of the major overhaul requiring 
five weeks. It is also better to check the hot turbine parts more 
frequently between major overhauls because incipient defects, 
such as thermal cracks, fatigue cracks, or wear between the 
transition pieces in the hot-gas ducts, can be found more 
readily before they can grow in the course of time to a serious 
extent and result in heavy and consequently expensive damage 
to the turbine blading. The large-size combustor design yields 
another benefit: a man-hole access in the transition duct 
enables direct inspection of all the hot-gas regions, an ac
curate evaluation of the findings and easy repair possibilities 
without the need of dismantling any additional parts. 

All operating events affecting the life of machine com
ponents are weighted to form an equivalent operating time for 
the purpose of determining the inspection and overhaul in
tervals. This equivalent operating time is calculated by the 
equation: „ 

4 q = « i « i +a2n2+ £ / 3 +bltl +b2t2 

where: 
/eq = equivalent operating time 
n1 = number of starts 
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ax = 10 (weighting factor for each start) 
n2 = number of fast loading procedures 
a2 = 10 (weighting factor for fast loading) 
t3 = equivalent operating hours for rapid temperature 

changes, e.g., due to step load changes or load 
rejections (see Fig. 8) 

n3 = number of rapid temperature changes 
tx = operating hours with output up to base-load rating 
bx = 1 (weighting factor for base-load duty) 
t2 = operating hours with output between base and peak-

load ratings 
b2 = 4 (weighting factor for peak-load duty) 

The inspections can be done by either the gas turbine 
manufacturer or the customer. In the latter case the 
manufacturer's instructions with specific details on where and 
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how to check should be followed. The authors' company has 
requested customers to furnish monthly reports on all outage 
times and faulty starts. These reports allow the manufacturer 
to analyze this important information and consequently to 
help the customer to make his equipment increasingly more 
reliable, thus enhancing the operation availability of the gas 
turbine equipment. 

Advanced V-94 Machines 

The turbine inlet temperature could be raised up to 970°C 
(ISO definition) by cooling the turbine first-stage blades, thus 
increasing the power output in the base-load mode up to 121 
MW. A cooling technique was selected for the vanes which 
had already proved itself successfully in the previous smaller 
V-93 gas turbines [8]. In addition, two cooled vanes were 
installed for factory testing purposes in the first two stages of 
the Freimann 1 prototype turbine, where they were left to gain 
prolonged field operating experience with them. These vanes 
were subjected during each of the many starts of Freimann 1 
to the same stress cycles as in the case of the uprated V-94 
machines. This is because the highest thermal stresses occur 
during start-up, and the starting procedure is the same for 
both types of V-94 machines. Thus, all the operating ex
perience from the model prototype could be directly trans
ferred to the uprated Type V-94.1 machines. 

With regard to the combustion chambers and hot-gas 
liners, Type V-94.1 machines are also equipped with the 
elbow-shaped silo-type combustors that proved so successful 
in conjunction with the V-93 gas turbines. Figure 9 shows the 
difference in configuration between the two combustor 
designs. By adopting the elbow shape a concentric air flow 
could be achieved between the inner and outer shells, so that 
despite the higher hot-gas temperature the metal temperature 
did not become higher than in the first V-94 machines with a 
lower hot-gas temperature. All the other components were 
retained without alteration. 

Before the first uprated Type V-94.1 machine was installed 
in a power plant, it was tested in the Berlin gas turbine test 
facility under all possible operating conditions. This KWU 
test facility is equipped with a 120 MW water brake so the 
machine could be tested up to full load. Following the KWU 
philosophy of testing each newly designed component before 
it is released for service, a great deal of measurements were 
taken during the test runs, e.g., vibratory stresses of the 
compressor and turbine blades, casing temperatures, hot-gas 
temperature distributions, and various thermodynamic data 
[9-11]. Considerable effort was expended in measuring the 
cooled-blade temperatures. As expected, the vane tem
peratures did not differ from those in the V-93 gas turbines. 
Special attention was paid to the rotating-blade temperatures 
because it is very difficult to calculate these metal tem
peratures exactly due to the effect of rotation on the cooling-
air flow inside the blades. As can be seen from Fig. 10, the 
measured and calculated values were highly consistent. It 
should be noted that with unchanged cooling-air mass flow 
the allowable metal temperature would only be reached with a 
turbine inlet temperature increase of approximately 100°C 
above the present level. This represents a sizeable margin in 
power output and efficiency. 

Two Type V-94.1 machines were installed in the South 
Munich GUD (Gas und Dampf) combined-cycle power plant 
[12]. The exhaust gases of both turbines raised steam in 
unfired boilers for a 70-MW steam turbine. A portion of the 
heat energy is used for district heating purposes. This plant 
has underrated conditions (4"C/980"C/954 mbar) and at 
maximum machine ratings without any steam being used for 
external heating systems a total power output of 310 MW and 
an overall efficiency of 42 percent. It has been in operation 
since the beginning of 1980. The mode of operation is similar 
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temperature 
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Fig. 9 Comparison of the configurations of the Type V-94.0 and V-94.1 
gas turbine combustion chambers 

to that of the Freimann 1 unit. To date the South Munich gas 
turbines have accumulated a total of about 2000 service hrs 
and 400 starts. They have demonstrated the same excellent 
availability and reliability as the predecessor V-94 gas turbines 
in the Munich Freimann station. 

A further step in the development of the Model V-94 gas 
turbine resulted in the V-94.2 type which was dictated more by 
economic than technical considerations. A self-supporting 
casing was provided to facilitate transportation and in
stallation of the factory-assembled gas turbines in power 
stations without the need for a base frame. This design 
resulted in a correspondingly smaller overall height, lower 
transportation cost, shorter assembly time and sufficiently 
greater space for maintenance within the building. 

A comparison of Fig. 11 with Fig. 1 reveals that the design 
goals were achieved mainly by adopting the following 
modifications: 
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- Relocation of the air intake duct to the front of the 
compressor bearing 

- Common supports for the rotor and casing instead of two 
separate ones at different levels 

- Insertion of the first stationary blade rows of the com
pressor in the outer casing 

- Reduction of the transportation weight from 217 to 195 
metric tons 

- Maximum outer dimensions within most railway profile 
limitations 

This means that for the most part only the casings were 
modified, whereas the decisively important internals, such as 
the rotor and blading, remained practically unchanged [13]. 

Additional power output and efficiency increases were 
gained by improving the flow at the compressor inlet and 
turbine exhaust. At a baseload turbine inlet temperature of 
970°C the power output and efficiency are 125 MW and 32.7 
percent, respectively. The first such uprated V-94 gas turbine 
was tested up to full load in the KWU test facility in Berlin. It 
was installed in the Walheim power plant early in 1981. No 
problems were encountered since it was released for com
mercial service later in the same year. 

Further Trends 

The considerable performance margins, which were 
confirmed by the extensive factory test measurements, as well 
as by the later operating experience, allow further uprating of 
the V-94 model by increasing the turbine inlet temperature up 
to above 1000°C. This will result in an output increase, as well 
as in an efficiency improvement. The turbine inlet tem
perature can be increased mainly by intensifying the cooling 
of the existing turbine blades by means of larger cooling-air 
mass flows. In addition, the second-stage rotor blades would 
also have to be cooled by the same technique which has 
already proved itself successfully in the Model V-93 gas 
turbines. These modifications will not affect the high 
operating reliability record of the Model V-94 gas turbines. 
This is because the blade surface metal temperature will be 
maintained below 850°C, as in the case of all Model V-93 and 
V-94 gas turbines in operation, to prevent high-temperature 
oxidation of the blade materials that can occur above 850°C. 

Conclusion 

The latest Model V-94 gas turbines offer electric utilities 
highly available and reliable machines with high efficiency, 
long durability and low maintenance costs. They are equally 
suited to peak-load generation, as well as to combind-cycle 
power plants for base-load generation. Experience has 
demonstrated that they are capable of utilizing a large variety 
of fuels which is especially important in view of the ongoing 
development of coal gasification. 
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Unsteady Three-Dimensional 
Turbine Aerodynamics 
High response aerodynamic measurements were made in a large-scale, axial, flow 
turbine model to study the unsteadiness and three dimensionality of the flow. High 
response velocity vector and total pressure data were acquired. A comparison was 
made of the results of phase lock averaging both raw and reduced data (voltages 
and velocities). The velocity vector measurements showed that there were strong 
radial flows present as well as significant periodic changes in the flow field due to 
relative rotor and vane positions. Random, periodic, and total unsteadiness levels 
were computed from the instantaneous and phase-lock-averaged velocity data. 
Time-averaged data were compared with an inviscid two-dimensional calculation. A 
comparison was also made of time-averaged total pressure measurements obtained 
from high-response and low-response (steady-state) probes. 

Introduction 

Turbomachinery flow fields are highly unsteady, three-
dimensional and spatially nonuniform. These characteristics 
make them extremely difficult to model analytically. As a 
result, much of the insight into the complex physical 
mechanisms that govern turbomachinery aerodynamics has 
come from a broad range of experimental studies that have 
been carried out by numerous investigators employing steady-
state and high response instrumentation. Much of this work 
was done in linear cascades and has resulted in a number of 
excellent flow studies that include those by Langston et al. [1], 
Sjolander [2], and Machal and Sieverding [3]. However, the 
cascade is unsuitable for studying mechanisms of interest to 
the turbine designer which are related to the unsteady, three-
dimensional, spatially nonuniform aerodynamic flow fields 
that occur in an actual turbomachine environment. 

Three-dimensional flow mechanisms are of considerable 
concern to the turbine designer since the assumption of strip 
theory is the basis of many design systems and the degree to 
which it is violated can impact many aspects of turbine design. 
In particular, the prediction of spanwise performance can be 
greatly complicated by the radial redistribution of total 
pressure (loss) and total temperature in turbomachinery 
flows. Using rotating steady-state instrumentation, Dring and 
Joslyn [4] have demonstrated that the spanwise migration of 
high loss fluid in a turbine rotor flow field can be considerably 
different than what would be expected based upon cascade 
flow studies. In addition to the three-dimensional flow ef
fects, the turbine designer must contend with unsteadiness. 
Unsteadiness (due to periodic and random velocity fluc
tuations) in the flow is known to significantly affect heat 
transfer rates [5, 6 ] as well as airfoil boundary layer behavior 
(7). Bayley and Priddy [5], for example, have shown that free 
stream turbulence intensity, as well as the frequency of the 
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periodic free stream velocity fluctuations, dramatically in
fluence convective heat transfer to turbine blading. The work 
of Evans [7] demonstrated that the boundary layer on a stator 
airfoil periodically alternated between a laminar and tur
bulent profile due to the unsteadiness introduced into the flow 
by the upstream row of rotor airfoils. 

At thepresent time, while there are various studies dealing 
with unsteady, three-dimensional compressor aerodynamics 
(e.g., [8-11]), there is only limited high response aerodynamic 
data available for turbine stages. In one study, Hunter [12] 
employed steady-state and high-response instrumentation to 
study endwall boundary layer flows in a large-scale, lightly 
loaded, single-stage turbine model. In this study, using a 
technique similar to that of Whitfield [13], a single element 
hot film probe was rotated to three successive positions at 
each measurement location, and the output voltage was 
phase-lock averaged [14]. This averaging technique enhances 
the periodic time-dependent flow information, while the 
random unsteadiness is suppressed. The results from this 
study showed the presence of strong secondary flows at the 
high turning turbine rotor hub section. Also, the results 
showed that the flow pattern at the turbine rotor exit was 
found to be influenced by the rotor/stator axial spacing and 
the relative circumferential position of interacting blade rows. 

The present program was formulated to provide a con
tribution to the limited body of high-response (time-
dependent) turbine aerodynamic data. In particular, the 
program was formulated to meet the following objectives: (/) 
the validity of processing three-element, hot film data by 
phase-lock-averaging linearized anemometer voltages prior to 
converting to velocity components was to be investigated. 
This was motivated by the fact that it is far less expensive to 
reduce phase-lock-averaged (PLA) voltages to velocity than to 
phase-lock-average velocity components reduced on a 
revolution by revolution basis. (/;') The temporal and spatial 
influences of a moving blade row on the three-dimensional 
nature of the flow field properties (speed, yaw, and pitch) of 
upstream and downstream airfoil rows were to be measured. 
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(Hi) Time-averaged values of velocity, air angle, and total 
pressures were to be determined and compared with other 
redundant measurements and a theoretical prediction, (iv) 
The relative magnitude of the random and periodic con
tributions to the total unsteadiness in the turbine flow field 
were to be quantified, (v) Finally, the impact on accuracy of 
using pneumatic (steady-state) probes in the unsteady flow 
field of a large scale turbine model were to be quantified by 
comparison with results from a high-response pneumatic 
probe. 

Experimental Facility and Instrumentation 

The experimental program was conducted in the United 
Technologies Research Center's 5 ft (1.52 m) diameter Large 
Scale Rotating Rig (LSRR). A one and one-half stage axial 
flow turbine model consisting of 22 first vanes, 28 first blades 
and 28 second vanes having an 0.8 hub/tip ratio was used 
in this experiment. The model airfoils all have aspect ratios of 
approximately 1.0 and axial chords of approximately five 
times engine scale. At typical running conditions, the axial 
flow velocity in the test section is 75 f/s (23 m/s) and the rotor 
speed is 410 rpm. Airfoil Reynolds numbers are ap
proximately 5.6 x 105, which is typical of high-pressure 
turbine airfoils. The absolute and relative flow angles and the 
airfoils (Table 1) that produce them are also typical of current 
high pressure turbine stages. 

A cross section of the turbine model flow path and flow 
angle sign conventions are shown in Fig. 1. High-response and 
steady-state traverse data were obtained at stations 1, 2 and 3. 
The rig inlet flow (Cv) was based upon the static pressure at 
station 0. The probes were mounted in a traverse device 
located external to the rig. They entered the flow path through 
sealed slots in the casing. The probes could be traversed 
circumferentially over two airfoil pitches and radially from 
hub to tip. The probes could also be rotated in yaw to op-

HUB RADIUS = 24 in 
TIP RADIUS = 30 in 

Fig. 1 Model geometry 

timize hot film probe yaw angle sensitivity. Two types of 
three-element hot film probes were used in this program to 
measure the instantaneous flow velocity. A standard Thermo 
Systems Inc. (TSI) "X"-array (Model 1295-U-20) probe, 
calibrated from + 25 deg to - 25 deg in yaw and from + 5 deg 
to - 15 deg in pitch, was used at station 1. At stations 2 and 3, 
a 45 deg conical TSI (Model 1294-CL-20) probe was used. It 
was calibrated from +25 deg to - 2 5 deg in yaw and from 
+ 20 deg to - 1 5 deg in pitch. Both probes were calibrated 
over a range from 30 to 110°F ( -1 .1 to 43.3°C) in ambient 
temperature, over a range of velocities from 50 to 200 f/s 
(15.2 to 60.9 m/s) and were powered by TSI (Model 1050) 
anemometers. The anemometers were connected to TSI 
(Model 1052) linearizes which provided an output voltage 
(0-10 V) to the data acquisition system. Temperature 
calibration of the hot films was essential since the LSRR test 
facility employs ambient air drawn from out-of-doors. In this 
connection, a single 0.002 in. dia thermocouple sensor was 
attached to the hot film probes and the flow temperature was 
measured so that the appropriate correction could be applied 
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during data reduction. A more detailed description of the hot 
film calibration and reduction procedure is presented in [15]. 

High-response total pressure traverse data were obtained 
using a Kulite (Model XSC-093-5) semiconductor transducer 
installed in a standard United Sensors Kiel probe (USC-KBC-
12). The response time for this device was adequate for the 
present application since from shock tube tests the response of 
the probe was found to be 8 KHz (approximately 42 times 
blade passing frequency). This probe was calibrated for 
temperature and velocity changes over the same range as the 
hot film probes. The probe incorporated the same flow 
temperature measurement thermocouple in its design. Steady-
state pneumatic traverse data were obtained with a United 
Sensor KBC-12 Kiel probe. Calibration of both total pressure 
probes showed them to indicate the true total pressure from 
+ 50 deg to - 50 deg in pitch or yaw relative to their centerline 
axes. 

The radial, circumferential, and yaw positioning of all 
probes as well as data acquisition (and some data reduction) 
was accomplished by a dedicated on-line minicomputer 
(Perkin Elmer 8/16E). A schematic diagram of the system 
configured for high response, phase-lock-averaged (PLA) 
data acquisition is shown in Fig. 2. The system is capable of 
simultaneously acquiring up to four channels of high-
response data. The recording of the linearized hot film output 
voltages and thermocouple voltage was initiated once every 
rotor revolution by a reference signal generated by an optical 
photosensor (Optron Model OPB 253) focused on a reference 
rotor blade tip. For the present program, data were acquired 
at 300 rotor positions (over three consecutive rotor pitches) 
and averaged over 100 revolutions. "Quick look" PLA 
velocities, pressures, and temperatures were obtained on-line 
via the Perkin Elmer 8/16E mini-computer in order to 
monitor any drift in probe calibration or instrumentation 
malfunction. At each of typically 1000 radial/circumferential 
locations in a traverse plane, 30,000 pieces of information 
(300 per revolution over 100 revolutions) were acquired for 
each sensor (120,000 for the three-element hot film probe with 
thermocouple sensor). All instantaneous raw digitized data 
(voltages) were stored on magnetic tape for a detailed off-line 
analysis. 

Data Reduction 

Although the pressure/voltage calibration of the high-
response Kiel probe was linear, the 100 revolutions of voltage 
data were reduced to total pressure data and then phase-lock 
averaged to obtain the periodically time varying pressure at 
each radial/circumferential location in the traverse planes. 
The data were reduced in this manner to be consistent with the 
hot film reduction described below. A time-averaged total 
pressure coefficient, CPT, was subsequently computed for 
data analysis. 

The practice commonly found in the open literature for hot 
film data reduction has been to phase-lock average the output 
voltages and to subsequently convert the averaged voltages to 
velocity. This approach is valid only if the calibration relating 
velocity magnitude and orientation is linear with hot film 
sensor output voltage. Also, unless additional signal 
processing is done, random unsteadiness (turbulence) in
formation is lost with the above approach. The results of the 
three-element hot film probe calibration, described in [15], 
showed that the variation in velocity magnitude (speed) was 
nearly linear with the square root of the sum of the squares of 
the linearized hot film voltages from the three sensors. 
Velocity vector orientation, and hence flow angles (yaw and 
pitch) were correlated with a calibration parameter based 
upon flow speed and the linearized voltage output of each hot 
film sensor. The resulting correlation was a trigonometric 
function that varied nearly linearly over a limited range of 
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yaw and pitch angles (approximately ±10 deg about the 
probe and centerline axis). Since one of the objectives of the 
present program was to determine random and periodic 
unsteadiness levels, the raw digitized voltage data were 
reduced to aerodynamic quantities (velocity and flow angles) 
in each rotor revolution on an instant by instant basis and 
then phase-lock averaged. For each rotor revolution, the 
instantaneous velocity was obtained and was defined in terms 
of its streamwise component, radial component, and a 
component normal to the streamwise and radial components. 
Each velocity component was defined to consist of a steady, 
periodic and random part. For the Arth revolution (A"=l to 
100), the instantaneous velocity was expressed as follows 

where 

CKU) =% (t)s + c„k (t)n + c,.k (t)f 

cSk(t)=cSo+cSp+c'Sk 

cnk(t)=c„o+cnp+c'nk 

crk{t)=c,.o+c +c'rk 

Since 

k = \ 

100 

Sk 

nk 

= 0, 

= 0, 

and 

Ec'^=° 
averaging over 100 revolutions resulted in the PLA velocity, 
i.e., the sum of the steady and periodic components: 

1 

(c*0 + cSp )s + (c„o + c,,p )h + (cro + crp )f 

A timewise integration over an integral number of rotor blade 
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Fig. 5 PLA reduction comparison at second vane exit (station 3) 

passing periods (n = 3) provided the time-averaged (steady-
state) velocity 

: 1 ("'"* : 
c—— c(t)dt = cs s + c„ n + c. r 

nt„ Jo s° "" r" 

i r "'i> 

ntb Jo 'P 

1 f <"b 

Tb 

ct dt = 0, 
• ! 

I f <"b 
— c„ dt = 0, 
nth Jo "P 

and 

1 f "'b 

nth 

f »>b 
c,. dt = 0 

Jo P 
The resultant time-averaged speed is therefore 

: = Vc + c„ + cr 

All reduced hot film velocity data presented in this discussion 
were nondimensionalized by £/,„, the rotor speed at midspan. 
The PLA and time-averaged flow angles were computed by 
summing the reduced instantaneous flow angles and then time 
averaging the resulting PLA results over an integral number 
of rotor passing periods. With all the data acquired and 
reduced in this manner, it was possible to examine the steady 
and unsteady aerodynamics in the turbine model in terms of 
both periodic fluctuations (due to blade row interaction) and 
random fluctuations (due to turbulence). Due to the large 
amount of data acquired, only the results obtained at or near 
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midspan have been examined in detail and are presented in 
this paper. 

P L A Results 

Strictly speaking, unless the calibration/reduction scheme 
is linear over the range of instantaneous yaw and pitch in the 
actual flow field, hot film data should be reduced to velocity 
and flow angles and the results phase-lock averaged. For 
applications in which only the PLA velocity and flow angles 
are required and for which the calibration is linear, a 
significant reduction in computational time can be achieved 
by digitizing only the phase-lock-averaged hot film voltages 
and then applying the calibration. For the present case a 
reduction by a factor of 100 could have been achieved. To 
explore this possibility and to assess the influence of the 
nonlinearity in the yaw and pitch calibration, a comparison of 
the two averaging techniques (phase-lock averaging raw 
voltages versus phase-lock averaging reduced flow properties) 
was made at or near midspan locations both inside and 
outside airfoil wakes for each traverse plane. The results for 
the flow speed as a function of time (rotor position) are 
presented in Figs. 3 and 4, and 5. Data reduced by phase-lock 
averaging voltages are the solid lines, while the data based on 
phase-lock averaging velocities are the solid symbols. The 
point by point agreement between the two approaches is seen 
to be excellent. The time averaged speed, c, obtained at 
station 1, and 12.6 percent of axial chord downstream of the 
first vane trailing edge (Fig. 3(a)) in the inviscid flow between 
first vane wakes at station 1, agreed to within 0.01 percent. 
The corresponding time-averaged yaw and pitch angles agreed 
to within 0.01 deg, respectively. Inside the first vane wake the 
agreement of the two techniques is also seen to be excellent 
(Fig. 3(b). The difference in the time-averaged speed was 0.02 
percent, while the corresponding time-averaged yaw and pitch 
angles agreed to within 0.03 and 0.41 deg, respectively. 

From the data presented in Fig. 3, the root-mean-square 
(RMS) of the variation in the periodic speed about the average 
was ± 0.20 and ± 0.91 percent, respectively, for these 
locations outside and inside the first vane wake. At the 
location outside the first vane wake, the yaw and pitch angles 
varied ± 0.35 deg and ± 0.5 deg, respectively, about the 
time-averaged values. Inside the first vane wake, the yaw and 
pitch variations were both ± 0.75 deg about the time-
averaged values. Both inside and outside of the first vane 
wake the upstream influence of the rotor potential field on the 
first vane exit flow field was found to be very small at this 
rotor-stator and axial spacing. This observation is consistent 
with the high-response stator pressure and hot film 
measurements of [16] and with the unsteadiness results 
discussed below. 

In both the instantaneous and PLA data, the effect of the 
trailing edge Karman vortex street could be seen in the first 
vane wake data (Fig. 3(b)). A measured shedding frequency of 
2600 Hz was found to correspond to a Strouhal number [17] 
of 0.21 based upon the first vane trailing edge diameter. The 
effect of the vortex shedding was also observed in the high-
response total pressure data. 

The corresponding results at station 2 (9.5 percent of axial 
chord downstream of the rotor trailing edge) are shown in 
Fig. 4. The results are presented for data acquired at a radial 
location slightly inboard of midspan (r = 26.70 in.). Based 
upon relative frame total pressure transverse data [4] it was 
believed that the flow was more nearly two dimensional at this 
radial location than at midspan. In the region outside of the 
convected first vane wakes (Fig. 4(a)), the time-averaged 
speed obtained from the two PLA techniques agreed to within 
0.16 percent. The time averaged yaw and pitch angles agreed 
to within 0.5 and 0.99 deg, respectively. In the convected first 
vane wake region both techniques agreed to within 0.28 

percent in flow speed. The station 2 data in the convected first 
vane wake region was not usable in subsequent analyses since 
for some of the time the outward radial flow angles exceeded 
the hot film probe acceptance angle of + 20 deg in pitch. This 
region is indicated by the dashed line in Fig. 4(b). The largest 
rotor wake angles (</>>20 deg) occurred when the rotor in
teracted with the first vane wake. 

Based upon the concept of slip velocity [18] and the results 
of [16], the first vane wake would be expected to impact and 
be accumulated on the rotor suction surface. From the rotor 
wake flow pitch angle data corresponding to the flow speed 
data of Fig. 4(b), it was observed that the pitch angles exceed 
the probe acceptance angle of + 20 deg only on the suction 
side of the rotor blade wake. Flow visualization studies using 
an ammonia ozalid technique [4] indicated that on a time-
averaged basis, the flow on the rotor suction surface at 
midspan, near the trailing edge, has relatively little radial 
component. Thus, it would appear that the periodic rotor first 
vane wake interaction results in significant periodic radial 
outward flows on the rotor blade suction surface which on a 
time averaged basis are nearly zero. The pitch angle data 
corresponding to Fig. 4(a) was relatively symmetric about the 
rotor wake centerline with a maximum pitch angle of +15 
deg. Since the radial static pressure gradient is relatively small 
downstream of the rotor, and since the traverse plane was 9.5 
percent axial chord downstream of the rotor trailing edge (1.5 
trailing edge diameters), this radially outward flow is 
probably the result of wake fluid being centrifuged in the 
rotor blade trailing edge near wake region. 

At the locations outside of the convected first vane wakes 
(Fig. 4(a)) where the pitch angles did not exceed the probe 
acceptance angle, the RMS of the variation in periodic speed 
and about the time-averaged, c, was ± 6.4 percent. The 
maximum variation was ± 20 percent about the time-
averaged speed. The corresponding variations in yaw and 
pitch angle about the time-averaged values were ± 14.5 and 
± 10.0 deg, respectively. 

At station 3, 10.0 percent of axial chord downstream of the 
second vane trailing edge, the agreement between the two 
averaging procedures was also found to be excellent (Fig. 5). 
The time-averaged velocities obtained outside the second vane 
wake (Fig. 5(a) agreed to within 0.4 percent. The 
corresponding yaw and pitch angles agreed to within 0.2 and 
0.5 deg, respectively. Inside the second vane wake (Fig. 5(b), 
the agreement of the two techniques is also seen to be ex
cellent. The difference in the time averaged speed was 0.50, 
while time averaged yaw and pitch angles agreed to within 
0.32 and 0.93 deg, respectively. 

The high degree of periodic unsteadiness due to the rotor is 
very evident in the data both outside and inside the second 
vane wake. Outside the wake, the RMS of the periodic speed 
about the time averaged speed, c, is ± 2.6 percent, while the 
maximum to minimum variation is ± 8.6 percent. The 
maximum to minimum variations in yaw and pitch angle 
about their respective time-averaged values are ± 5 . 4 and ± 
4.0 deg respectively. Inside the second vane wake, the RMS of 
the periodic speed about the time average, c, is ± 7.9 percent. 
The yaw and pitch angles varied ± 4.3 and ± 7.0 deg, 
respectively, about their time-averaged values. From the 
digitized instantaneous data, a trailing edge vortex shedding 
frequency of 2645 Hz was determined to be consistent with a 
Strouhal number of 0.21 [17] based upon the second vane 
trailing edge diameter. 

From the results presented in Figs. 3, 4, and 5, it was 
evident that phase-lock averaging of linearized hot film 
voltages prior to reduction to aerodynamic properties yields 
nearly the same results as phase-lock averaging of the reduced 
aerodynamic properties on a revolution by revolution basis, 
provided that the calibration/reduction scheme is linear over 
the range of instantaneous speed and flow angles. The PLA 
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Fig. 6 Gapwise variation of time-averaged absolute flow properties 
(station 1) 

Fig. 7 Gapwise variation of time-averaged relative flow properties 
(station 1) 

hot film data reduced at each traverse plane shows that the 
flow in the turbine is three dimensional and changes 
periodically at rotor passing frequency. The largest variations 
in flow speed, yaw, and pitch angle occur downstream of the 
rotor (station 2) and the second vane (station 3). The PLA 
data also shows that for a rotor/first vane axial spacing of 
Ax/5V = 0.65, the rotor potential field has relatively little 
affect on the first vane exit flow. However, the interaction of 
the first vane wake with the rotor results in large periodic 
radial outflows on the suction side of the rotor wake (4> > 20 
deg). At a rotor/second vane axial spacing of 0.57, the 
periodic interaction of the rotor wake with the second vane 
results in significant periodic variations in the second vane 
exit flow field. 

Spatial Variation of Time-Averaged Hot Film Data 

At each radial/circumferential location in each of the 
traverse planes the time-averaged flow properties were 
computed. The resulting circumferential variations in non-
dimensional speed, absolute yaw, and pitch angles at the first 
vane exit (station 1) at midspan are presented in Fig. 6. Also 
shown are the speed and yaw angles obtained from a two-
dimensional inviscid potential flow calculation [19]. 

The total pressure loss input to the calculation was based on 
the measured loss and the stream tube contraction was based 
on a design throughflow analysis. To obtain the analytical 
results presented in Fig. 6, the exit angle in the calculation was 
varied until the computed first vane surface pressure 
distribution at midspan matched measured surface pressure 
data [16]. The circumferential extent of the potential flow 
region shown in the measured hot film data was determined 
from the high-response total pressure results. Between the 
wakes, the results from the calculation closely agreed with the 
time-averaged PLA speed and yaw data even though the 
calculation procedure does not explicitly account for viscous 
(wake blockage) effects. Since the measurement plane was 
close coupled to the first vane trailing edge (Ax/bx= 0.126), 

significant vane to vane potential flow effects are seen in both 
the measured PLA data and the potential flow calculation. 
The decrease in speed near the suction side of the first vane 
wake is a potential flow effect as is the 2 deg increase in pitch 
angle. The circumferential RMS variation in speed as 
measured by the hot film probe is ±2.0 percent of the gap 
averaged value. The corresponding circumferential variations 
in yaw and pitch angles are ± 1.4 and ± 5 . 2 deg, respectively. 

The absolute frame velocity measurements acquired at 
station 1 (Fig. 6) were converted to the relative frame of 
reference and the resulting absolute frame circumferential 
variation in relative speed and yaw are presented in Fig. 7. 
This spatial variation in the absolute frame corresponds with 
a temporal (timewise) variation that would be seen by an 
observer moving with the rotor. The results of the stator 
potential flow calculation (Fig. 6) are also shown in Fig. 7 in 
terms of relative speed and yaw. Calculated potential flow 
variations in speed and yaw are ± 6.4 percent and ± 2.5 deg 
respectively, about the corresponding gap-averaged values at 
station 1. In contrast to the relatively small potential flow 
variation in relative speed and yaw, the measured hot film 
data, which includes viscous effects, shows a speed defect of 
30 percent and an effective incidence angle variation from -
10 deg in the first vane wake to +3 deg in the region between 
wakes. It should be pointed out that due to the decay of the 
potential flow and wake variations with axial distance, the 
defect and incidence variations at the rotor inlet (65 percent of 
axial chord downstream of the vane) would be less than 
shown at this upstream location. At the rotor leading edge 
plane the calculated potential flow variations decay to less 
than ± 0.25 percent in speed and ± 0.2 deg in yaw. It is 
interesting to note, however, that the gap-averaged rotor inlet 
angle, /3,, deduced from rotor surface pressure measurements 
[16] agreed to within 1 deg of the gap-averaged hot film data 
in Fig. 7. 

The time-averaged spatially varying results obtained in the 
absolute frame downstream of the rotor (station 2) are shown 
in Fig. 8. The convected first vane wakes are seen in the flow 
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Fig. 8 Gapwise variation of time-averaged absolute flow properties 
(station 2) 

field as low velocity regions. As stated previously, the data 
acquired in the region containing the convected first vane 
wakes were not usable for subsequent quantitative analyses, 
since the pitch angle there generally exceeded the hot film 
probe acceptance angle and accurate solutions to the 
calibration equations were not obtainable. These regions are 
shown by the dashed line in Fig. 8. 

In regions where solutions were obtained (as shown by the 
solid lines) the time-averaged pitch angle varied from near 0 to 
5 deg radially outward. The corresponding yaw angles varied 
from - 32.5 to - 37.3 deg. Although the accuracy of the data 
shown by the dashed lines is in question, the data presented 
does give an indication of the spatial nonuniformities in the 
time-averaged flow properties at the rotor exit. These 
nonuniformities are due to the convected first vane wakes and 
would affect the inlet conditions to the second vane. 

The spatial variations in the time-averaged speed, yaw, and 
pitch angles measured downstream of the second vane (station 
3) are shown in Fig. 9. The measured wake defect is 25.7 
percent of the maximum freestream speed. The measured yaw 
and pitch angles vary from 54.8 to 68.0 deg and from - 9.2 to 
+ 6.5 deg, respectively. Since the traverse plane is close 
coupled to the second vane t ra i l ing edge 
(x/bx = 0.10),significant variations due to potential flow 
effects would be expected. That this is the case is shown in 
Fig. 9 by the results of a two-dimensional potential flow 
calculation [19] which predicted a speed variation of ± 4.7 
percent about the gap-averaged speed and a yaw angle 
variation from 63 to 69 deg. The potential flow solution was 
obtained by varying the second vane inlet and exit angles (a2 

and a3) until the best match of the calculated and measured 
vane surface pressure distribution was obtained. As with the 
first vane, a measured second vane total pressure loss was 
used as input to the calculation along with an exit static 
pressure based on a free vortex interpolation between 
measured hub and tip values. The streamtube contraction was 
based on a design through flow analysis. Although the 
potential flow calculation and yaw angle variation agrees 

Fig. 9 Gapwise variation of time-averaged absolute flow properties 
(station 3) 

closely with the time-averaged hot film data, the speed results 
do not agree as well as the results obtained for the first vane 
data where the inlet flow was more nearly two dimensional 
and was not complicated by three dimensional, spatially and 
temporally varying inlet conditions. 

Unsteadiness 

In flows where the flow direction is unknown or the tur
bulence is high, treating fluctuations in speed as velocity 
fluctuations, as done by Evans [20] for a basically two-
dimensional flow, can lead to significant errors in the 
determination of unsteadiness levels in the flow field. In the 
present study, the periodic, random, and total unsteadiness 
levels at each circumferential measurement location were 
determined by including the unsteadiness in all three velocity 
components through the following relations 
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The normalizing speed, c, used in the above relations was the 
time-averaged value determined from each location. 

The results for the first vane exit (station 1) are presented in 
Fig. 10. The total unsteadiness is not shown since it is only 
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Fig. 11 Unsteadiness at second vane exit (station 3) 

slightly greater than the random unsteadiness. The results are 
typical of what would be expected from a cascade with low 
inlet freestream turbulence. Between the first vane wakes the 
maximum total unsteadiness level was typically less than 1.0 
percent. The periodic and random components were 0.5 and 
0.75 percent, respectively. The maximum total unsteadiness 
of 18.7 percent occurred on the wake centerline where the 
periodic and random levels were 1.9 and 18.6 percent, 
respectively. From the periodic unsteadiness data presented in 
Fig. 10, it is evident that the rotor has a relatively small im
pact on the first vane exit flow field at this rotor-vane axial 
spacing (Ax/bx =0.65). 

Relative to an observer moving at rotor wheel speed at this 
traverse plane, the circumferential variation in random un
steadiness (Fig. 10) would be seen as a temporal variation. In 
addition, a periodic unsteadiness of 10 percent would be seen 
due to the temporal variation of the relative velocity flow field 
(Fig. 7). Therefore, as the observer moved through the first 
vane exit flow field (station 1), the total unsteadiness would be 
seen to vary from nearly 10.0 percent to a maximum of 21 

L I 

1.4 

1.2 

1.0 

0.E 

0-6 

0.4 

\ 0.2 -

| 0 

P 6.2 

- 5 

- \ 

I KUUTE 
KIEL 

> 

f, ST A 1 
li 

1 1 

J V • 0.136 

5.863 

5.587 

Fig. 12 Time-averaged total pressure comparison 

percent. The total unsteadiness at the rotor leading edge 
(x/bx =0.65) would be somewhat less than this due to the 
decay of the first vane potential field, wake defect and ran
dom turbulence. 

Since the flow exceeded the hot film probe acceptance angle 
in pitch at station 2, unsteadiness effects downstream of the 
rotor blade could not be examined. 

The results obtained downstream of the second vane 
(station 3) are shown in Fig. 11. The maximum total, random, 
and periodic unsteadiness levels are 28, 27, and 5 percent, 
respectively, in the wake. Outside the wake they are 18, 15, 
and 10 percent, respectively. The random unsteadiness 
distribution varies from a minimum of nearly 15 percent 
between the second vane wakes to a maximum of 27 percent 
on the wake centerline. This would be expected from a 
cascade with high inlet turbulence. 

In contrast to the results obtained downstream of the first 
vane (station 1), on a gap-averaged basis the periodic un
steadiness due to the rotor at station 3 is approximately ten 
times greater than at station 1 (8 percent versus 0.8 percent). 
Across the second vane gap, the periodic unsteadiness 
decreases from a maximum of nearly 10 percent near the 
pressure side of the second vane wake to a minimum of 5 
percent near the suction side. The mechanisms producing this 
effect are not presently understood, but for this rotor-vane 
axial spacing (Ax/bx = 0.51) they are probably related to the 
viscous interaction of the rotor wake with the second vane and 
are not potential flow effects. Due to the periodic un
steadiness, the total unsteadiness is nearly 4 percent greater 
than the random unsteadiness. 

Total Pressure Measurements 

The time-averaged total pressure data obtained from phase-
lock averaging the digitized, instantaneous, high-response 
Kulite/Kiel probe pressure transducer voltage output at 
midspan at traverse planes 1 and 2 are shown in Fig. 12. The 
total pressures are referenced to the turbine inlet total 
pressure {PT0) measured at station 0 and are non-
dimensionalized by a dynamic head, based upon rotor wheel 
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Table 1 Airfoil geometry and nominal operating conditions, (Cx/U) = 0.78 
Airfoil 
Number 
Bv(ins.) 
(r/Bx) 
Span (in.) 
(Span/Bx) 
Inlet flow angle 
Exit flow angle 

Kt(Bx,CuWi 

(deg.) 
(deg.) 
o rCj ) 

First 
22 
5.93 
1.30 
6.00 
1.01 
0.0 
67.5 

5.9 x 

vane 

10s 

Rotor blade 
28 
6.34 
0.96 
6.00 
0.95 
50.0 

-64.5 
5.5 x 105 

Second vane 
28 
6.45 
0.96 
6.00 
0.93 

-39 .2 
65.0 

5.2 x 105 

O PNEUMATIC PROBE 

O HIGH RESPONSE PROBE 
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SPAN(%) 
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Fig. 13 Comparison of pneumatic and high-response total pressure 
probe data at the first vane exit 

speed at midspan (VipUm
2). Also shown for comparison are 

the results obtained with a standard United Sensors KBC-12 
pneumatic (steady-state) Kiel probe which, because of a 
difference in probe configuration, was located typically 6 
percent of axial chord further downstream than the high-
response probe at both measurement planes. 

During calibration, it was determined that the high-
response transducer had long-term, random zero shifts which, 
although small relative to the transducer specifications, were 
large in the present application (ACPT- = 0.2). For this reason, 
it was necessary for the data at station 1 to be shifted so that 
the time-averaged total pressure coefficient, CPT, was zero in 
the inviscid regions between the first vane wakes. A shift of 
the same magnitude was arbitrarily applied to the data at 
station 2. 

The results obtained at station 1 with the high-response 
Kulite/Kiel probe and the pneumatic probes are in excellent 
agreement (after zero shift). At station 1 the circumferentially 
averaged total pressure coefficients differ by 3.0 percent. The 
greatest difference in the total pressure measured by the two 
probes was found to be downstream of the rotor at station 2 
(ACP7- = 4.9 percent). At this station, the circumferential 
variation measured by the two probes is similar; however, the 
high-response probe consistently indicated a lower total 
pressure (high-pressure coefficient) than the pneumatic probe. 
Since both probe tips were geometrically identical and since 
the flow probably did not exceed the ± 50 deg acceptance 
angle of either probe, the difference is probably due to a 
combination of the probes being at slightly different axial 
locations, the respone time characteristics of the two 
probe/transducer systems, and the zero shift in the high 
response transducer. 

The first vane exit (station 1) spanwise distribution of gap-
averaged total pressure coefficient obtained from the 
pneumatic and high-response probe data are shown in Fig. 13. 
In general, the agreement between the two sets of data is 
good. The high loss region near the hub is probably due to 
endwall passage vortex system and the general tendency of 
low total pressure fluid to move radially inward toward the 
hub in this high swirl environment. In the tip region, the high 
loss is likely due to the endwall passage vortex system which is 

more spread out in the spanwise direction. This is also due to 
the radial pressure gradient causing low total pressure fluid to 
migrate toward the hub. 

Conclusions 

An extensive series of high-response velocity and total 
pressure measurements have been made downstream of each 
airfoil row of a large scale 1 Vi stage turbine. In general, the 
data examined at or near midspan indicate the highly un
steady and three-dimensional nature of the flow in this typical 
turbine configuration. Specific conclusions about the results 
are summarized as follows. 

Experimental Techniques. A major savings in the expense 
of data reduction may be realized by phase-lock averaging 
raw linearized anemometer voltages instead of velocity 
components. This approach is, however, accurate only if the 
reduction from voltages to velocity components is close to 
linear. 

The high-response and steady-state total pressure data for 
the first vane exit were in excellent agreement after the high-
response transducer was corrected for a zero shift. Com
parisons downstream of the rotor blade showed good 
agreement as to wake shape but the difficulty with zero shift 
casts doubts on any absolute comparison. 

Flow Structure. Downstream of the first vane the un
steadiness was weak due to the relatively large rotor-vane 
axial gap. There was, however, considerable radial flow in the 
vane wake at midspan toward the hub due to the high swirl at 
this station. 

The nature of the rotor midspan wake changed markedly as 
the rotor periodically interacted with the first vane wakes. The 
pitch angle on the suction surface side of the rotor wake in
creased to very high levels as the vane wakes periodically 
impacted on the rotor suction surface. 

The flow downstream of the second vane (at midspan) had 
a high degree of random and periodic unsteadiness due to the 
upstream vane and blade. In addition, there were strong 
gapwise variations of the pitch angle. 

The results presented are for the midspan where three-
dimensional effects would be expected to be minimal. 
Generally speaking, however, the high degree of unsteadiness 
and three dimensionality shown by the data are beyond the 
scope of current analytical design systems. There is little 
doubt that these mechanisms are having a significant impact 
on the levels and spanwise distributions of airfoil loss and 
heat load and on the interpretation of rotating rig data. 
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Dry Friction Damping Mechanisms 
in Engine Blades 
In the context of jet engines, significant vibration damping due to dry friction can 
occur at (a) shroud interfaces of fans and (b) the platform of turbine blades fitted 
with "platform dampers." Analytical and experimental studies in regard to this 
important source of nonaerodynamic damping of blade vibration are presented in 
this paper. Comparisons between results from analytical models and laboratory test 
data are made and discussed. 

1 Introduction 

Vibration induced fatigue failure of blades is of continuing 
concern to the designer of aircraft engines. The emphasis on 
improved engine performance under the necessary constraints 
of minimum weight and satisfactory life requires that 
vibration levels be kept low. Further, certain important design 
considerations require a thorough understanding of the 
structural dynamic characteristics of blades. These design 
considerations include (/) blade life prediction methods 
which use vibration amplitudes in their calculations, (») 
allowable frequency margins which need to be justified on the 
basis of the intensity of resonant stresses computed at low 
integral orders, and (Hi) accurate prediction of susceptibility 
to aeroelastic instabilities. The analytical techniques used in 
flutter and resonant stress prediction rely on accurate 
determination of modal characteristics of blades. These 
characteristics include not only the natural frequencies and 
mode shapes but also damping available in each mode. 
Contributions to damping in a vibrating blade arise from 
aerodynamic sources as well as nonaerodynamic sources. The 
latter include contributions from material damping, friction 
damping due to rubbing at interrupted interfaces (shroud to 
shroud, root to disk), and friction damping due to an external 
device such as a turbine blade platform-type damper. 

Under a NASA-sponsored program, (NASA C. R. 165406), 
single blades and blade-like components were analyzed and 
tested to obtain the contribution from each mechanism of 
damping. The components included a part-span-shrouded fan 
blade, a high-pressure turbine blade, a bladelike titanium 
twisted plate, uniform cantilever beams of titanium, and 
strips of composite material. In addition, small titanium 
specimens were used in rub tests aimed at determining the 
nature of dry friction characteristics at an interface. In the 
interest of space, this paper will present the results of studies 
pertaining only to dry friction damping mechanisms leading 
to damping at shrouds and platform dampers. 

The analytical approaches for estimating friction damping 
can be broadly classified as follows: (<) macroslip approach 
and (ii) microslip approach. In the macroslip approach, the 
entire interface is assumed to be either slipping or stuck. The 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-162. 

friction mechanism is either replaced by an equivalent linear 
viscous model or assumed to be governed by some form of 
Coulomb's law of dry friction. The effect of friction damping 
is obtained by determining the forced response of the com
ponent. The analysis involved is relatively straightforward 
and the justification for widespread use of this approach is its 
effectiveness at predicting the actual response. However, 
there is some question as to the validity of the macroslip 
approach when the interface has a large area and is subjected 
to a nonuniform load distribution. In the microslip approach, 
a relatively detailed analysis of the stress distribution at the 
interface is carried out, typically via a finite element 
procedure. The extent of local slip, not necessarily throughout 
the interface, between pairs of contacting points is determined 
by applying Coulomb's law of friction to the normal and 
tangential stresses. A detailed knowledge of interface slip 
dynamics can be obtained from this approach. However, the 
computational effort needed to modify, iteratively, the in
terface stress distribution subsequent to local slipping can 
make the microslip approach unacceptable in a practical 
application. 

In the context of jet engine blades, the macroslip approach 
was found to be suitable for modeling the friction mechanism 
and was therefore adopted in this investigation. 

The considerations governing the experimental phase of the 
investigation included the design of fixtures, method of blade 
excitation, and measurement of damping. Fixtures were 
designed such that their participation during vibration is 
minimal. The excitation was chosen to be sinusoidally varying 
displacement at blade root provided by an electrodynamic 
shaker. Estimates of damping were made by measuring either 
(a) the attenuation of resonant vibration or (b) decay of 
vibratory motion obtained upon abrupt termination of ex
citation when the blade attained its peak response at 
resonance. 

2 Damping Due to Rubbing at Shroud Interfaces 

In the case of part-span-shrouded fan blades, untwisting of 
the blades under centrifugal pull brings neighboring blades 
into contact at the shrouds. Major parameters which control 
the nature and extent of friction damping at the shroud to 
shroud interface are: centrifugal loading, roughness of 
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Fig. 1 Schematic of shroud rubbing 

surfaces, level of external excitation, shroud location on the 
blade, blade geometry and shroud geometry. Studies which 
address the specific problem of shroud damping can be found 
in [1-5]. Presented in this section are the results of analysis 
and testing of a part-span shrouded fan blade with rubbing at 
its shroud faces. 

Forced Response of a Fan Blade With Rubbing at the 
Shrouds. Schematics of a part-span-shrouded fan blade, 
and shroud rubbing surfaces are shown in Fig. 1. The 
following assumptions are made: 

1 Friction damping is of macroslip-type and governed by 
Coulomb's law of dry friction. 

2 Friction damping does not drastically alter blade 
resonant frequency and mode shape, so that attention can be 
focused on a single chosen mode of vibration. 

3 Shrouds are infinitely rigid and shroud load is uniformly 
distributed over the rubbing surfaces. 

4 Slipping motion is resisted by the static stiffness of the 
blade below the shrouds. 

Under the assumptions made, the equations of motion can 
be written as (see Fig. 2) 

mxx + k(x{ - x 2 ) + cx, = Pcos iot, 

0fex2 + 2(AA/sgn(x2)-fc(x1-x2) = O (1) 

where over bars denote dimensional quantities: m, k, and c, 
are modal quantities; x, is the blade tip deflection; x2 denotes 
the slip at the shroud; P is the excitation amplitude; co is the 
excitation frequency; p is the coefficient of friction; and ./Vis 
the normal load. The quantity flk is the static stiffness of the 
blade below the shrouds and resists the slipping motion. It is 
convenient to nondimensionalize the equations of motion by 
introducing the following quantities 

X j = X 1 / X 0 , X 2 = X 2 / X 0 , C O o = £ / / W i , 0 > = w / U o , / = f & > o , 

S=c/2m1w0,F= 2fiN/kx0 ,p = P/kx0 (2) 

where x0 is some characteristic length. Assuming a solution of 
the form 

xt = a cos (ut + 4>~S), 

x2 = b cos (ut + 4>), 

sgn(x2)« - (4/7r) sin (wt + 0) 

leads to a set of algebraic equations 

•qoc\ + (1 - o)2)a2 - Qi = cos <j>, 

( o 2 - 1)0!! + y]^ - i)Q2 = - s in </>, 

(l+P)Q2-a2=0 

G + a, =0 

where 

r, = 2fr,Q2=b/p,G = 4F/Trp, 

at = (a/p) sin 6,a2 =(«//?) cos 5 

The last two equations of Eq. (4) yield 

(3) 

(4) 

(5) 

^ 
0k 

2N C-
m 

P cos wt 

O O 

mm 
Fig. 2 Analytical model for shroud rubbing 
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Fig. 3 Shroud loading device for investigation of fan blade shroud 
damping mechanism 

a, = - G , a 2 = (l-r-/9)Q2 (6) 

so that, 

Q\a/p = (ct\ + a\)Vl and tan<5 = a,/a:2 (7) 

Substitution of equation (6) into the first two equations of 
equation (4) leads to 

tan0 = [i,(l - P)Q2 + (1 - u>2)G]/[((3 + (3o)2 + co2)Q2 - vG] (8) 

and after some algebra, a quadratic equation, the solution of 
which yields 

Q2=-C2G+[(C2G)2-Cl(CiG
2-C4)]'/', (9) 

where 

c2 
•q/Ci 

1/c, 

= (y+/3u2 - /3) + i72(l+|3)2, 

c3 = [(l-co2)2+7?
2]/c1, M 

It is noted that Qx is a measure of the blade response and 
Q2 a measure of the slip amplitude at the shroud interface. 
From equation (8) the condition for slip to occur; i.e., Q2 >0, 
is 

(c3G2-c4)<0; G<[(l-o.2)2+7 )
2]] l / ' (10) 

If the excitation is applied at the base of the blade, as was 
done for tests performed in this program, the analysis follows 
along similar lines to the one given above, the only 
modifications being redefinition of the nondimensional 
excitation amplitude, 

p=p/x0, and c4=co4/c, 

where p is the displacement amplitude of the base excitation. 
The influence of friction at the shrouds can be expressed as 

a loss factor, defined as 

1 D 

where D is the energy dissipated per cycle of vibration and U 
is the peak strain energy in the blade. The two energies are 
given by 

1 

T D = %pNx2, U= 4 - kxj (12) 
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Table 1 Table of measured blade flexural and torsional
stiffness

Measured
value

114,OOON/m
743 Nm/rad

5694 Nm/m
412 Nm/rad

Stiffness
coefficientM,<p""~

, F,o

(
M,1i

M, M, applied moments: P, applied force
Ii, <p, angular displacement: 0, linear displacement

loading disk holding the load platens (Fig. 4) was positioned
around the blade so that the platens rested on the shroud
surfaces. A cable and weight system was used to impose a
normal load on the shrouds. The cables were positioned 11.4
cm apart on the loading disk. Upon reaching the required
torque (and hence, the required normal load on the shroud
interfaces), the disk was locked in position and the cables were
removed. Complete air tightness was achieved by capping the
access holes ort the fixture. The above setup assured constant
shroud loading through the series of tests.

Actual flexural and torsional stiffness of the blade at the
shroud location were measured (see table below) and were
used in the design of the shroud loading mechanism and
subsequently in the analytical calculations.

Fig.4 Test set·up for shroud damping investigation

(13)

so that, in terms of dimensionless quantities

7/j=GQ2/QT

and total loss factor for the blade is,

1)b = 1)0 + 1)f (14)

where 1)0 accounts for damping from sources other than
friction, such as, material hysteresis and air damping.

For the damping levels expected in the problem being
studied, maximum response occurs when the excitation
frequency is near the natural frequency (i.e., w'" 1) so that a
good approximation to the maximum response is obtained by
simply setting w = 1 in the solution. The blade tip deflection
can be related to the blade stress by specifying a baseline or
reference condition where the blade vibration characteristics
are fully known. If the baseline tip deflection of the blade is
chosen as the characteristic length, ;(0' used for non
dimensionalization in equation (2), it can be shown that

a=aao,

where ao is the blade stress in the baseline condition and a is
the blade stress at any other condition. In the present study,
the condition of no friction at the shroud interfaces is chosen
as the baseline condition so that the baseline blade stress is the
same as the modal blade stress.

The analysis presented above enables the calculation of
maximum response of a single blade subjected to excitation at
its base and whose shrouds rub in rigid surfaces under a given
normal load. The fan blade used in these tests was welded at
its root to a massive block and provided with a means for
applying a static normal load on the shroud surfaces. The
whole assembly was mounted in a vacuum chamber and
subjected to harmonic excitation. The shroud normal loads
and input acceleration levels were varied and the strain
response at the ASMT (Above-Shroud-Maximum-Thickness)
position was monitored. Damping levels were estimated from
transient response curves resulting from abrupt cut off of
input signals.

The loading platens (Fig. 3), which were used to apply
normal loads on the shrouds, have a rectangular rubbing
surface designed to mate with the curved perimeter of the
shroud interface. The platens were made of titanium alloy 8
1-1 and hardfaced with tungsten carbide to be compatible
with the surface treatment on the shroud interfaces. The

Test results. The response plot for tip flapwise ac
celeration during a frequency sweep is shown in Fig. 5. This
was performed at a relatively low applied torque (5.2 Nm) and
so the boundary conditions at the shroud interface
represented neither a fully locked nor a freely slipping con
dition. In fact, during tests at this low normal load on the
shrouds, a rattling type of motion was observed at the shroud
location. This resulted in a number of peaks occuring as a
result of the inherently norilinear nature of the constraint
forces at the shroud interfaces. However, within the range of
frequencies swept, the observed modes included three
predominantly above-shroud modes. Because of the low
shroud load, these modes occurred at 260 Hz (bending), 475
Hz (second bending) and 880 Hz (torsion). Decay tests were
performed from which the damping levels in each of these
modes were measured. Upon increasing the applied torque, it
was noted that the number of nonlinear responses diminished.
Also, the three above-shroud modes manifested themselves
(see Fig. 6) at 278 Hz (bending), 1110 Hz (torsion) and 1440
Hz (second bending). It was also noted that the response
included some participation from the "free" blade bending
mode at 93 Hz.

Subsequent testing was focused only on the "above-shroud
bending" and the "above-shroud-torsion" modes. These tests
were performed with a reduced pressure of 16 torr inside the
chamber. Two methods of obtaining the responses to various
input levels were used. The frist was to employ a slow
frequency sweep at constant input level for a given shroud
load. The frequency range was just large enough to at least
include the half power points. The sweep rate was chosen to
be low enough not to distort the response curve at the existing
modal damping levels. A characteristic of these curves was a
flat peak over a significant bandwidth around the resonance,
as shown in Fig. 7. The second method was to tune the
frequency to obtain the maximum response for a given mode.
After the maximum strain value had been recorded, the input
was abruptly cut off and the decay curve recorded on the peak
level recorder. It was noted that this latter method produced
maximum blade responses which were approximately 12%
higher than those obtained by using the sweep method. The
higher results were used for comparison with analysis and are
tabulated in Table 2. Shroud acceleration data obtained for
certain test points are also given in Table 2. The loss factor for
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Table 2 
Summary of shrouded blade response test data" 

Shroud 
normal 
loadN 

150 

300 

500 

150 

300 

500 

Input 
accel. 

S(pk) 

0.5 
1.0 
2.0 
3.0 
4.0 

0.5 
1.0 
2.0 
3.0 
4.0 
0.25 
0.5 
0.5 
1.0 
1.0 
2.0 
2.0 
3.0 
3.1 
4.0 
4.0 

0.5 
1.0 
2.0 
0.5 
1.0 
2.0 
3.0 
0.5 
1.0 
2.0 
3.0 
4.0 

Excit. 
period 

ms 

3.566 
3.574 
3.589 
3.589 
3.579 

3.563 
3.566 
3.574 
3.575 
3.580 
3.558 
3.551 
3.558 
3.556 
3.559 
3.560 
3.564 
3.562 
3.566 
3.565 
3.565 

0.8932 
0.8940 
0.8944 
0.8932 
0.8935 
0.8933 
0.8940 
0.8910 
0.8912 
0.8918 
0.8924 
0.8933 

ASMT 
stress 

MPa(pk) 

41 
54 
59 
60 
63 
61 

103 
124 
128 
134 
39 
56 
60 

102 
124 
154 
163 
178 
182 
186 
195 

5.5 
9.2 

12.0 
6.1 

11.0 
15.0 
20.0 
7.7 

13.0 
17.0 
23.0 
28.0 

Loss 
factor 

V 

Shroud O.O.P.* 
acceleration 

unfilt1 

First flap mode results 
.0034 
.0038 
.0056 
.0054 
.0053 
.0024 
.0023 
.0036 
.0044 
.0036 
.0031 
.0026 
.0024 
.0027 
.0022 
.0034 
.0031 
.0031 
.0034 
.0031 
.0032 
First torsion 

.00052 

.00080 

.00058 

.00055 

.00075 

.00082 

.00040 

.00045 

.00059 

.00074 

.00084 

2.5 
2.9 
3.6 

3.8 
7.2 
8.8 
9.6 

10.0 

4.0 

6.8 

12.0 

13.0 

14.0 

mode results 
2.6 
3.8 
5.6 
3.4 
5.8 
4.0 

14.0 
4.4 
6.2 
8.4 

14.0 

g 
filt. 

2.5 
2.9 
3.6 

3.8 
7.0 
8.8 
9.1 
7.6 

4.0 

6.8 

11.0 

11.0 

14.0 

2.1 
3.6 
5.0 
3.4 
5.2 
3.6 
9.9 
3.8 
6.2 
8.4 

11.0 
13.0 

Shroud 1. P. 
acceleration, 

unfilt 

1.8 
2.7 

1.7 
2.1 
4.0 
5.2 
9.0 

1.5 

4.7 

8.2 

2.0 
3.0 
1.3 
0.9 
2.4 
3.0 
9.9 
1.5 
1.9 
3.8 
3.2 
3.2 

c 
g 

filt. 

1.2 
1.8 

1.6 
1.7 
3.2 
2.6 
3.6 

1.4 

3.1 

1.8 ' 
2.7 
0.9 

• 0.8 
1.2 
1.3 
3.5 
1.4 
1.7 
3.0 
3.1 
1.8 

Notes: "Slope of decay taken between the 1 and 4dB points 
*O.O.P = out of plane (normal to shroud plane) 
'I.P. = in plane (along shroud interface) 
</• 

Low pass filter 

each test point was determined from the decay curvesand was 
obtained from the mean slope between 1 dB and 4 dB points 
down from the maximum value. A sampling of the decay 
curves obtained for mode 1 is shown in Figs. 8 and 9. Figure 8 
shows how the decay pattern changes as the input level is 
increased for a given shroud load, and Fig. 9 shows the 
manner in which the decaying signal changes with shroud load 
and input level. Figures 10 and 11 give the ASMT stress as a 
function of shroud normal load for modes 1 and 2. 

After testing, the platens were removed and their rubbing 
surfaces examined. As can be seen in Fig. 12, most of the wear 
took place at the outer corners of the surfaces. This occurred 
even though initially the surfaces were true and tight against 
the entire length. It is likely that initially some of the new 
hardfacing may have quickly worn off allowing the load to 
move outward and concentrate on a small area since the 
loading device was not able to automatically adjust to the new 
contact condition. The distance between these contact points 
was 5.08 cm. However, the fact that the shroud load acted on 
a vary narrow region enabled its value to be determined from 
the applied torque. 

Discussion of Results. In this section, a comparison of the 
numerical results from analysis and testing of a part-span-
shrouded fan blade with rubbing at the shroud faces is 
presented. Preliminary vibration tests provided some insight 
into the dynamics of shrouds during vibration; for example, 
the mode shape, and the out-of-plane motion of shrouds 
observed suggested that the second bending mode of the blade 
with shrouds unrestrained is the appropriate mode of 

vibration to model. Therefore, the modal stiffness and modal 
stress from this mode normalized to unit tip displacement 
were used in the analysis. Values of parameters used in 
computation are as follows: 

Coefficient of friction, JX 
Nonfriction damping loss factor, r;0 

Frequency (test) 
Static stiffness of blade below shrouds 

0.3,0.35 
0.0005 
280 Hz 
113.8kN/m 
(650 lb/in.) 
79.5 kN/m 
(425 lb/in.) Modal stiffness, k 

Modal stress, ASMT (Above-Shroud-
Max.-Thickness) 1003 MPa 

(1.464 E + 6psi) 
Stiffness ratio,/3 1.44 

The following observations are made upon a close 
examination of Figs. 5-12: 

1 The modes of interest correspond to those in which the 
motion is essentially above the shroud (see Figs. 5 and 6). 

2 The stress amplitude at slip resonance (see flat top in Fig. 
7) is proportional to shroud load (TV) and excitation level (g). 
Off resonance, however, the stress amplitude is proportional 
to excitation level only. An increase in shroud load at a given 
g level, increases the frequency and response amplitude at 
which macroslipping would begin. For a given shroud load, 
an increased g level hastens the slipping action and leads to a 
wider bandwidth of frequencies in which damping can be 
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effective. At a given frequency and g level, an increase in 
shroud load leads to an increase in stress level. 

3 Reference to Figs. 8 and 9 suggests that slipping increases 
with g levels as indicated by the progressively steeper slopes at 
the start of the decay. However, the decay curves superpose at 
lower stress levels indicating damping levels which are 
essentially independent of initial conditions. 

4 Reference to Fig. 10 suggests that, for a given shroud 
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stant input acceleration levels 
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Fig. 9 Damping due to rubbing at shroud for a typical fan blade-
variation of response decay with shroud load and initial stress 

normal load, the balde stress approaches a constant asymp
totic value with increase in excitation level, i.e., distinct 
macroslip conditions. The analysis predicts an abrupt 
transition, at low g levels, from a region of no friction 
damping to the macroslip region. The test results indicate a 
smoother transition at about 1 g for 150 N, about 2 g for 300 
N, and about 3 g for 400 N; the smoothness of the transition 
indicating a region for partial microslip conditions. 

Analysis suggests that blade stresses are sensitive to the 
coefficient of friction; the higher the coefficient of friction, 
the higher the stresses at which transition to macroslip occurs. 
The ability of the analytical model to predict blade stress 
appears to improve with reduction in shroud normal load 
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Fig. 11 Blade response In the above·shroud·torsion mode

and/or increase in excitation level, i.e., conditions
representing macroslip motion.

Measurements made in the "above-shroud-torsion" mode
indicate damping levels substantially lower than those in the
"above-shroud-bending" mode. The vibratory motion in the
torsion mode causes a slipping motion (rotational) that is
different from that caused in a bending mode (translational).
In the tests performed, the rubbing action at the interfaces in
the torsion mode may have been microscopic as no trend to
reach a constant stress level could be observed as g levels
increased up to 4 g (compare Figs. 10 and 11). It would appear
that in these tests, dry friction damping was more effective in
the bending mode than in the torsion mode. This is most likely
due to the restraint against torsional motion in the present
setup being different from that offered by neighboring blades
in an assembly. The wear pattern shown in Fig. 12 suggests

Fig. 13 Turbine blade/platform damper vibration test set·up

that the shroud contact during vibration occurs over a very
narrow region and even this minimal contact is sufficient to
cause changes in mode shapes as well as to provide adequate
damping.

3 Damping due to Platform-Dampers

Platform-type dampers are frequently used in gas turbine
blade design to dissipate energy through friction generated at
the interface between the damper and blade platform. The
type of damper considered in this program is the so-called
blade-to-ground damper (see Fig. 13). During engine
operation, centrifugal forces bring one end of the damper into
contact with the blade platform, the other end being attached
to a relatively static component such as disk cover plate.
Major parameters which control the extent of friction
damping at the damper to platform interface are: contact
load, roughness of surfaces, level of external excitation,
location of platform on the blade and stiffness of the damper.
Studies which address the specific problems of damping at a
blade platform can be found in [6-8]. Presented in this section
are the results of analysis and testing of a turbine blade
subjected to friction damping at its platform.

Forced Response of a Turbine Blade With a Platform
Damper. The assumptions in regard to the nature of friction
damping are the same as those made in the shroud rubbing
studies. Generic models which can be used to analyze blade
to-ground type of platform dampers can be found in [9, 10].
The analytical approach used in this section closely follows
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Fig. 14(b) Analytical model for platform damping 
Fig. 15(b) Blade and damper spring displacements over one cycle of 
vibration 

that of [6], the generic model being essentially the same as the 
one in [10]. 

A schematic sketch of a turbine blade with a platform 
damper is shown in Fig. 14(a), and the associated analytical 
model in Fig. 14(/;). The equation of motion can be written as 

mx + kx + ex= P cos oil~-(j>riFa (15) 

where overbars denote dimensional quantities, m, k, and c are 
modal quantities, P is the excitation amplitude, w is the ex
citation frequency, x is the blade tip displacement, 4>d is the 
modal displacement at the platform, and Fd is the force due to 
the damper. 

Denoting the blade displacement at the platform by qd, the 
damper spring displacement by qd, and introducing 

<7d = </>„*, Qd = 4>ay (16) 

it can be shown that 
x + ym-xm, Q<IOKT 

Fd = <t>, dkd{ 
-y„ T<0)t<TT 

(17) 

)>(!)= -y(i+T), cos T=\-(2yfn/x,„),ym=nN/<$>dk0, (18) 

where subscript m denotes peak value, TV is the damper 
normal load, and /* is the coefficient of friction. 

The damper force is a discontinuous function of time, and 
is shown in Fig. 15(a) as a function of the blade displacement 
at the platform. Figure 15(6) shows the blade displacement at 
the platform and the damper spring displacement over one 
cycle of vibration. It is noted that the slip amplitude at the 
damper to platform interface is {xln -ym). 

It is convenient to nondimensionalize equations (15-18) by 
introducing 

x = x/x0 ,a = xm/x0,y=y/x0 ,b = ym/x0,wQ
2 = k/m,o> = u/co0, 

t = io)0,e = tt>2
dkd,{=c/2mu0,P = P/kx0 (19) 

where x0 is some characteristic length. The result is 

x+x + 2£x=p = cosait - ey, 
J x + b-a, 0«rf<r 

(. - 0 , T<wt<J V ' 

y(t) = -y(t+ir), cos T=\~{2b/a),b = nN/<j)dkdx0 (21) 

From the equations developed above, two limiting cases can 
be identified as follows: damper free (no contact with the 
platform), r = 0, b = 0, and damper stuck (no slip at the 
platform), T=ir,b = a. 

Due to the nonlinear (discontinuous) nature of the func
tion, y, the solution of equation (20) is obtained by using the 
method of averaging, a perturbation method [11], The.essence 
of the method is the assumption that, if the nonlinearity is 
small (i.e., e is small), then the amplitude and phase of the 
response may be treated as constants within a cycle of 
vibration. A solution is sought in the form 

x = a(t)cos[t+6(t)]= a cos Y (22) 

where the amplitude and phase are assumed to be functions of 
time. Application of the method of averaging transforms 
equation (20) to a set of first-order differential equations, 

a = (l/27r)[ -2ir£a - easm2r- 7rpsin(7- wt)], 

e = (l/2ra)[crT-(a/2)sin2T- irpcos(y-ut)], (23) 

where the case of near resonance, i.e., u = l, has been 
assumed. 

Equations (2.9) yield the steady-state response as a set of 
nonlinear algebraic equations, 

- 2i;a + R(e,a,r) =/?sin^, 

- 2 5 a + S(e,a,T)=/7cost/-, (24) 

where 
\// = y-ut, 5 = w - l , (25) 

R= -(ea/7r)sin2r, S = (6a/27r)(27-sin2T). (26) 

Though Eqs. (24) are nonlinear equations, due to their special 
structure, it is possible to calculate the maximum response by 
some algebraic manipulations; see Ref. 10. Some of the steps 
are outlined below. 

Squaring and adding Eqs. (24) yields a quadratic equation 
for 5, the solution of which is 

8 = (l/2a)[S±\p2 -CR-2fa) 2] ' ' (27) 
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Since 5 is a frequency parameter, the maximum response 
occurs when 5 has a double root, that is 

p2-(R-2t;a)2=0. (28) 

By using the definitions for T and R given by Equations (18) 
and (25), respectively, it can be shown that Eq. (28) leads to a 
quadratic equation for the maximum amplitude. The final 
results are 

Qm=(Viinl0)l(ir-4eG) + [{Tr-4eG)2 + 16einl0G
2y/1} (29) 

6o,„ = 1 + (e/47r)(2T„, - sinr„,);rm = cos - ' [1 - (2G/Qm)\ (30) 

where Qm is the maximum response and co„, is the frequency 
at which the maximum occurs, and 

Q,„=a/p, G = b/p, i?0 = 2f. 

Further, it is seen from Eq. (29) that Q,„ is a function of 
rjo.e, and G which in turn is a function of the normal load on 
the platform; see Eq. (21). The optimum value of damper 
normal load can be determined by minimizing Eq. (29) with 
respect to G\ that is 

which leads to 

G* = T / [ 2 ( « + X I J 0 ) ] , (31) 

where G* is the optimum value. The associated optimum 
response and frequency can be shown to be 

Q,*=2G*,w' = l+(e/4) (32) 

The analysis and solution developed above is applicable to 
the case of direct excitation of the blade. If the excitation is 
applied at the base of the blade, as was done for tests per
formed in this program, the analysis follows along similar 
lines to the one given above, the only modification being a 
redefinition of the nondimensional excitation amplitude 

p=p/x0 

where p is the displacement amplitude of the base excitation. 
The energy dissipated per cycle of vibration, D, is 

D = 4vLN4>\xm-ym\ (33) 

and the peak strain energy, U, is 

U= — kxl, 
2 

so that in terms of dimensionless quantities 

V/ = (4e/ir)G(Qm-G)/Ql (34) 

and total loss factor for the blade is 

Vb=Vo + Vf (35) 
where as before, r;0 accounts for damping from sources other 
than friction, such as, material hysteresis and air damping. 

The blade tip deflection can be related to the blade stress by 
specifying a baseline or reference condition where the blade 
characteristics are fully known. If the baseline tip deflection 
of the blade can be chosen as the characteristic length xQ used 
for nondimensionalization in equation (19), then it can be 
shown that 

o = aoQ, 

where a0 is the blade stress in the baseline condition, and a is 
the blade stress at any other condition. In the present study, 
the damper free condition (no contact between damper and 
platform) is chosen as the baseline condition. 

It was found from tests in the damper free condition that 
the blade shank stress is a nonlinear function of the base 
excitation level (see Fig. 16). In other words, damping due to 
sources other than platform friction, ij0, is a function of the 
excitation level. It can be shown that 
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Fig. 16 Baseline conditions for turbine blade 

Vo=P°m/°o (36) 
where o„, is the modal stress. 

Platform Damping Tests. The analysis shown above 
enables the calculation of the forced response of a platform 
damped blade in terms of the modal quantities of the 
structure, the normal load applied through the damper, the 
stiffness of the damper, and the frictional characteristics of 
the rubbing interface. In order to verify the analysis, a turbine 
blade with a suitable platform configuration was chosen for 
the test program and a means was devised to provide damping 
at the platform. 

In an operating engine, centrifugal forces acting on the 
damper provide the contact load between the damper and the 
blade platform. In this test series, the contact load was ap
plied and controlled by a lever and weight mechanism as 
shown in Fig. 13. The blade was rigidly clamped in a steel 
fixture and excitation was provided at the root by a powerful 
electrodynamic shaker. This method was chosen so that 
sufficiently high input force was available to overcome the 
large damping forces expected and to obtain realistically high 
stresses in the shank of the blade. The modal response of the 
blade was measured using strain gages located at the blade 
root on the shank and at the airfoil root on the centerline 
through the shank. 

The test method chosen was to apply a selected damper load 
and excite the blade sinusoidally at a given input level in the 
vicinity of the blade's first mode frequency. The frequency 
was then tuned to produce the maximum blade response. 

Since the level of damping produced by the platform 
damper far exceeds the contributions from other sources, the 
tests were performed in air. The test piece was a second stage 
high pressure turbine blade having a three teeth fir tree root 
configuration and a platform located at approximately 27.7 
percent blade span as measured from the shank root. The 
platform had a generous trailing edge overhang which was 
convenient for accommodating the damper. The blade 
material was a nickel chromium high temperature alloy. 

The damper was a rectangular prism integral with, and 
cantilevered from, a T416 stainless steel loading arm. The free 
end was arranged to rub on the underside of the platform, 
with the load vector normal to the platform and damper end 
face surfaces. Two dampers were made, both with a length of 
10.1 mm and thickness of 3.2 mm. Their depth measurements 
were 7.6 mm and 4.2 mm, giving nominal stiffnesses at the 
free ends of 10.3 and 48.6 MN/m, respectively. The area of 
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Fig. 18 Platform damping test results (large damper) 

the rubbing surface was made the same for both dampers, 
i.e., 2 mm x 2 mm. The damper and loading arms were heat 
treated to HRC 41 to match the hardness of the blade. The 
basic fixturing requirements were that the blade be held 
rigidly at its root so that damping at root is negligible and that 
it provides a means of applying a damper load up to 900N on 
the blade platform with no free motion in the damping 
mechanism. The fixture used is shown in Fig. 13 and com
prises a two piece clamp bolted to an adapter base plate 
mounted on the shaker. The clamp has steps machined in its 
upper and lower pieces, which contact the peaks of the two 
outer lobes of the blade root fir tree. Four 3/8 in. bolts, each 
torqued to 48 Nm, allowed the blade to be tightly gripped 
between the two clamp blocks. The loading arm of the damper 
mechanism was pivoted on a pin mounted in the lower clamp 
block. The pivot was designed to be self adjusting and no free 
play was possible. The mechanical advantage of the loading 
mechanism was 4:1, with the lever loaded horizontally at the 
top using a cable pulley and hanging weight system. A 
counterbalance was attached to the base plate to prevent 
lateral loading of the shaker armature. 

Testing and Results. Prior to vibration testing, the 
stiffness of the small damper was estimated with the loading 
arm mounted on the fixture by statically loading the damper 
tip and measuring the tip displacement using a dial indicator. 
The measured stiffness was 5.5 MN/m. 

During early exploratory vibration testing, the strain gage 
on the large damper was monitored. An example of the traces 
obtained is shown in Fig. 17. It may be noted that at a con
stant normal load of 89N on the platform, the damper strain 
gage response changes from nearly sinusoidal to one with a 
much more complex wave form as the excitation level is in
creased from 2.4 g pk. At 15 MPa shank stress, the signal 
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Fig. 19 Platform damping test results (small damper) 

clearly shows periods of slipping and loss of contact with the 
platform. At this point, acoustical noise was emitted from the 
blade. At 4.6 g pk input level, the signal distortion is more 
pronounced and the noise level is increased. 

Final testing consisted of setting the platform damper load 
and input acceleration level and exciting the blade in the 
vicinity of its fundamental (first flap) mode. It was found that 
there was a threshold of both frequency and input (g) level 
below which the blade showed no significant response. Once 
the threshold is crossed, the blade vibration would continue 
even with reduction in input level back into the threshold 
region. Thus, this region could not be clearly defined but 
every effort was made to obtain these threshold results in a 
consistent manner. For the highest levels of platform load (> 
50N) the resonant response frequency varied significantly 
from that of the fundamental mode of the lightly loaded 
blade. This required an increase in the range of test 
frequencies to include any other resonant modes. Plots 
showing the variation of blade stresses with input level for the 
range of platform normal loads are given in Figs. 18 and 19. It 
should be noted in Figs. 18 and 19 that the faired curves used 
to connect the test points are to aid in identification of the 
various load cases and do not represent theoretical results. On 
Fig. 20, the shank stress is shown plotted against the applied 
platform normal load for input values of 0.5 g, 0.7 g, and 1.0 
g. Test and theoretical values are shown for comparison. 

Discussion of Results. In this section, a comparison of the 
numerical results from analysis and testing of a turbine blade 
with a blade-to-ground platform damper is presented. Values 
of the parameters used in computation are as follows: 

Coefficient of friction 
Frequency (test) 
Damper stiffness, kd 

Modal stiffness, k 

Modal displacement at platform, 4>d 

Modal shank stress, o„, 

Base line conditions 

0.15,0.3 
515 Hz 
5472 kN/m 
(31250 lb/in.) 
245 kN/m 
(1400 lb/in.) 
0.12 
2293 MPa 
(3.348 E + 5psi) 
see Fig. 16 

The modal information is for the first mode and nor
malized to unit tip displacement of the blade. 
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Figure 20 shows the theoretical and test results of blade 
shank stress as a function of normal load for three base ex
citation levels and two values of friction coefficient. For the 
theoretical results shown, the change in resonant frequency is 
less than 1 percent of the baseline frequency. From Fig. 20, 
the following observations can be made: 

1 The theoretical results for the case of ^ = 0.15 are in 
general agreement with the test results. 

2 Higher excitation levels and/or lower values of friction 
coefficient imply lower rates of stress attenuation. 

3 For the relatively high stiffness of the damper used in the 
present program, the rate of stress attenuation is essentially 
linear. 

The analytical prediction of the influence of damper 
stiffness on the response characteristics is shown in Fig. 21, 
where the blade shank stress is plotted as a function of normal 
load, for a given excitation level and for four values of 
damper stiffnesses. For all the results shown in Fig. 21, the 
change in resonant frequency is less than 1 percent of the 
baseline frequency. It can be seen that for smaller values of 
damper stiffness, there is an optimum normal load where the 
stress is a minimum. For normal loads higher than the op
timum, there is a gradual increase in shank stress. 

Devices such as the platform damper belong to a class of 
inherently nonlinear damping mechanisms similar to those of 
shroud damping. As in the case of shroud damping, the 
vibration characteristics depend on the nature and extent of 
contact between the damper and the blade platform, as well as 
the excitation level imposed on the system. The traces shown 
in Fig. 17 are a clear indication of the changes taking place at 
the contact region; a nearly sinusoidal response changing to 
one which emitted audible noise. 

Examination of Figs. 18 and 19 suggest that until a certain 
combination of g levels and normal loads are attained, the 
blade response would be practially not measurable. Upon 
reaching those levels at which the inertial loads just exceed 
"stiction" the response of the blade is dependent on the 
magnitude of the normal load. If the latter is "high," the 
response mode may correspond to a "stuck damper" con
dition as is evident from slightly higher frequencies measured. 
If the g levels continued to increase, then a condition in which 
the damper breaks contact may be reached. Under these 
conditions, the blade "plunges" into a lower mode resulting 
in the jumps in stress as shown in Figs. 18 and 19. Further 
examination of these figures reveals that the airfoil stresses 
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21 Influence of damper stiffness on platform damping 

which begin by being lower than those measured on the shank 
become higher for the "larger" loads and higher input levels. 
This is a clear indication of a change in mode shape which 
points to the need to include more than a single mode in the 
mathematical model. 

A damper design must take into account both stiffness and 
effective mass of the damper since certain combinations of 
these properties govern its performance. Heavy dampers, i.e., 
those that operate with high normal loads, tend to minimize 
slip damping, but detune the blade, moving the position of 
maximum stress and changing the resonant frequency. High 
damper stiffness tends to maximize slip damping in a given 
mode but may result in a smaller range of operating speeds 
within which the damper is effective. 
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The Influence of Coriolis Forces on 
Gyroscopic Motion of Spinning 
Blades 
Turbomachine blades on spinning and precessing rotors experience gyroscopically 
induced instabilities and forcing. With vehicle-mounted turbomachines, either 
constant or harmonic precession occurs, depending on vehicle or mount motion. 
Responses of uniform cantilever beams at arbitrary stagger, subjected to the noted 
rotor motion, are predicted in both self-excited and forced-excitation modes taking 
into account Coriolis acceleration. 

Introduction 
The spinning rotors in aircraft engines are often subjected 

to precession of the rotor spin axis. The precessional motion 
may be introduced by rapid yaw, pull-up, or nose-over 
maneuvers. Flight through severe atmosphere turbulence, 
taxiing over rough runways, and hard landings are other 
potential sources of precessional motions of the engine axis. 
Two types of precessional velocity were investigated in two 
previous papers: a constant angular velocity [1], a harmonic 
angular velocity changing with time [2]. In both papers, it was 
shown that the dynamic motion of a typical turbofan or 
compressor blade on a spinning rotor that is subjected 
simultaneously to precession of the rotor spin axis can become 
unstable under certain conditions. The stability of the motion 
can be represented in a diagram very similar to the Strutt 
diagram for Mathieu's equation. 

There are many factors that influence the dynamic motion 
of a spinning blade. Some fo these factors are not very 
significant. For example, the rotor may be considered entirely 
rigid; to abandon this assumption would unduly complicate 
the analysis without introducing any concomitant aid to 
understanding or accuracy. Other factors neglected in this 
paper for convenience are: the acceleration of the center of the 
rotor, blade to blade interaction, aerodynamic forces, and the 
effect of blade pretwist. Some of these can be important in the 
study of blade motion. The effect of pretwist and 
aerodynamic forces will be presented in a coming paper. 

It is assumed in the present study that the rotor spin velocity 
and angular precessional velocity are constant. Furthermore, 
the precessional velocity is considered to be orders of 
magnitude smaller than the rotor spin velocity. Beam theory 
forms the basis for the analysis of the blade since the type of 
failure being investigated would be expected to occur with 
high aspect ratio blades of low hub/tip ratio. 

The main purpose of the present paper is to study the 
nonlinear effect of the Coriolis acceleration. The dynamical 
equation of motion employed has time dependence in the 

A 

1 Coordinate system of spinning rotor with space-fixed 
precession 
Fig. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
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coefficients of the differential equations; hence a form of self-
excitation or instability may be expected in certain regions of 
the governing parameters. There are forcing terms on the 
right hand side of the dynamic equation so that away from the 
regions of instability the blade will have forced response. This 
phenomenon is also discussed in this paper. 

There are many numerical schemes available to deal with 
this class of dynamic governing equation. With modern 
computers, the computational effort is usually manageable. 
However, numerical solution is often of less value to the 
designer. In the sequel the results of parameter studies are 
presented in charts where stable and unstable regions are 
easily recognizable, and the effect of governing parameters 
may be delineated in broad terms. Forced response results, on 
the other hand, may be expressed in terms of simple ap
proximate formulas. 

Governing Equation 
The general class of problems dealt with in this paper is 

governed by similar equations of motion which have been 
derived in two other papers [1,2]. The derivation is given here 
briefly for the sake of completeness. 
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It is assumed that the precessional velocity vector 0 is space 
fixed and the origin of the rotor fixed xyz coordinate system 
(see Fig. 1) is a fixed inertial point. 

The angular velocity of the rotor is 

3 = aw + Q(cos6j + smdk) (la) 

where d = — wt and w is the magnitude of the rotor spin 
velocity. The position vector of a displaced point on the beam 
can be given as 

F=(x+sx)i+(y+sy)j+(z+sz)k (lb) 

where sx, sy, and sz are the centroidal displacement com
ponents of an arbitrary beam cross section. The displacement 
sz includes only the foreshortening effect [3] and is given as 

With equations (la) and (lb), the velocity of a point on the 
beam and the kinetic energy expression for the moving blade 
can be derived. In the derivation, the rotating blade was 
considered as a beam with a thin rectangular cross section, 
and only the bending vibration perpendicular to the major 
axis was considered. In order to employ only one degree of 
freedom to simulate the beam vibration, it was assumed that 
the blade deflection is distributed according to 

u*(z,t) = u(t)(l~cos^j (Id) 

Employing the kinetic energy expression based on beam tip 
velocity in the deformed state and the standard potential 
energy of a beam the motion of the beam tip, «, including the 
influence of Coriolis acceleration, can be derived from 
Lagrange's equation. The result is 

+ [a0+e2tfi +e<5r1cos0 + e2<72cos20]w 

. „ -? T -i ^--yd2" ~ {dii\2] 
-tqzsmdu1+qAy-ui+2u1-^ + 2 " ( ^ ) J 

dd2 

2Fsm26 + 2iFcotlSsin0 (2) 

where the quantities a0, au q,, q2, <?3, q*, and F are all 
dependent on blade parameters as follows: 

8 = —ut (dimensionless time) 
e = J2/co< <1 (typically about 0.001) 

13 42 EI 
a0 = ' , -s in 2 |8+ 1.2619+ 1.6173 R/L 

mZ,W 

a, = -0.369 + 0.5 sin2/3 + 0.809#/Z, 
<7i = sin2,6 

q2 = 0.631 + 0.5sin2;8 + 0.809#/L 

q3 = (1.094 cos/3)/L 

Fig. 2 Blade setting angle /J 

q4 = 0.608/L2 

(3) 
F= -L sin/3(0.5921 +0.8011 R/L) 

The blade parameters are setting angle (stagger), /3, blade 
length, L, rotor radius, R, mass of blade, m, section modulus, 
EI. w is the rotor spin velocity where as 0 is the magnitude of 
the space fixed precessional velocity. 

The parameters given in equation (3) are for uniform 
blades. If the blade is tapered these parameters have different 
expressions and they reflect taper effects. However, the 
equation of motion (2) retains the same form and the 
characteristics of the solutions presented in this paper remain 
general. 

It should be pointed out here that the xyz coordinates used 
in equation (2) are rotating with the rotor angular velocity o>. 
Therefore, the tip deflection u is located in a moving coor
dinate system. This in turn produces the Coriolis term 
(eq3s'mdu2), which is not explicitly dependent on velocity. 

Comparing the parameter qA to the other parameters in the 
differential equation (2), q4 can be neglected for large blade 
length L. Since gyroscopic instability is important for 
relatively long turbine or fan blades, this nonlinear term will 
be omitted from further consideration in this paper. The 
effect of this term will be discussed in a future paper. For the 
time being it is worthwhile to mention that this term is due to 
higher order effects of the foreshortened axial displacement. 

Studying the other terms in equation (2), Mathieu's 
equation will be obtained if all higher order terms (e2, eu1) are 
neglected. This means, in the first approximation, the stability 
of the blade tip motion in the rotating and precessional field is 
governed by the curves in a Strutt diagram. In papers [1] and 
[2], it was shown that additional unstable regions are 
generated by those terms that are multiplied by e2. However, 
those unstable regions are in general narrower than those 
associated with Mathieu's equation. The additional effect due 
to Coriolis acceleration term (eq^smdu2) is studied in detail in 
the present paper. 

The two terms on the right hand side of equation (2) 
represent forcing functions. They are generated by the cen
trifugal acceleration of rotor rotational motion. The first term 

a0 = 
a i = 

Ai,BL = 
A0,B0 = 

b0,bi,b2 = 
El = 

F = 

L = 
m = 

P,q = 
<7i><72><73><74 = 

R = 
u* = 

dimensionless squared frequency 
defined in equation (3) 
solution constants of uL 

solution constants of w0 

expansion parameters of a0 

section modulus 

u 
" i 

u 
« 0 » « 1 . « 2 

V\,V2 

$x 'Sy i^z 

t 
coefficient of inhomogeneous term in x,y,z 
equation (2) 
blade length 
mass of blade 
mutually prime, small integers 
defined in equation (3) 
rotor radius 
deflection of the blade 
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= 
= 
= 
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perturbation expansion of u 
numerical solutions of equation (10) 
centroidal displacement 
time 
rotor fixed coordinate system 
blade setting angle, defined in Fig. 2 
ratio of precession to rotor spin, fi//3 
initial condition parameters 
dimensionless time 
rotor spin velocity 
space fixed precessional velocity 
time coefficient 
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is a time function with twice the frequency of the rotor spin, 
i.e., the force becomes zero four times in every rotation. This 
force vector is in the y direction of the moving coordinate 
system (see Fig. 2). The second term is generated by a force 
vector that is in the x direction of the moving coordinate 
system. Both inhomogeneous terms on the right hand side of 
equation (2) represent components of these force vectors that 
cause blade bending in the u direction. 

Stability Analysis 
A general stability analysis of equation (2) is not possible. 

However certain predictions can be made about systems 
which have the form: 

d2ii / 
+ a0u = ef\i>6,u, dd2 

du\ 

'He) (4) 

where e is small and / (v8 , u, du/dd) is periodic with a period 
2-7T in the product variable vQ. In these systems resonance 
occurs only if 

r P 
Vfl0 ~ - V 

Q 

wherep and q are small and mutually prime integers [4]. If 
Voo is irrational and cannot be obtained by the division of two 
in.tegers, the solutions to (4) are not periodic but usually 
bonded. Therefore, it suffices to make the stability analysis of 
(2) for only those \faa values which can be represented as a 
division of two mutually prime integers: 

Ja0= - (5) 

Equation (2) can be written in the form of equation (4). The 
coefficient e in this equation is the ratio of the precessional 
angular velocity fi to the spin angular velocity u. In general, 
this ratio is very small compared to a0. Therefore, it can be 
expected that the solution of (2) is nearly harmonic. An ap
proximate linearized differential equation can be obtained by 
assuming that the solution consists of two parts: 

u = uL+eu 

The first part uL satisfies the equation: 

cPuL 

dd2 -a0uL=0 

(6) 

(7) 

which has the solution: 

uL=ALcosJa0d + BLsm~/a0d (8) 

Substituting equations (6) and (7) into equation (2), and 
linearizing by neglecting the (e«)2 term, results in 

d2u 

d¥ + [a0 + e2cti + eq^cosd + e2 q2cos26 — e2qisin6uL]u 

+ [a0 + e2ai+eqlcosd + e2q2cos2d- e2q3sinduL]u = 0 

= e Fs\r\2d + 2e-Fcot/3sin0 + q3 s'mdu2
L 

— (eax + qlcosd + eq2cos2d)uL (9) 

The stability of the above differential equation can be 
studied by considering the homogeneous part only 

dhi 

dd2 

(10) 
Under the condition of equation (5), the period of the 

coefficient of u in the differential equation (10) is 2qr. 
Furthermore, the stability of this differential equation can be 
studied by means of Floquet theory. 

The perturbation method of strained parameters is used to 
determine the periodic solutions of u. This requires the ex
pansion of the solution u(8)'m terms of 

u~uQ + eut +e2u2 (11) 

Also, it is necessary to expand the dimensionless squared 
frequency in terms of e 

a0 = b0 + eb1 + e2b2 (12) 

Substituting equations (11) and (12) into (10) a set of dif
ferential equations are obtained 

cPuo 

dd2 

~dd2~ 

cPu2 

dd 

+ b0u0=0 

+ b0ut = -(bt + qicos6-2qJsin8uL)u0 

2 +b0u2=-(b2+a1+q2cos26)u0 (13) 

(Z?! +qicosd-2q3s'mduL)u] 

, etc. 

The differential equations (13) are solved successively and 
secular terms are supposed by imposing conditions on the 
expansion parameters blt b2, etc. This is based on Floquet 
theory for the transition behavior between stable and unstable 
solutions. 

The solution of the first differential equation (13) is an 
harmonic function 

u0=A0cos~Jb0d+B0sm\/bod (14) 

with constants A0 and B0. Substituting this equation into the 
second differential equation (13), 

cfuy 

dd2 + b0ul = —(fii +qicosd-2qismduL)iio (15) 

and solving this differential equation yields 

A0bi6smy/bo6 ,Bo6,0cosV&o0 
U\(6)= — \-

+A, 

[ 

2VZ?0 

cos(l -

2V&o 

b0)6 cos(l+Vfco)0 

2VZ>0 - 1 

q3AL r sin(l + 2-Sb^)6 
• + 

^b0)dl 

2-Jb~0 + \ -I 

sin(l-2Vfto)0 
(3b0+4^b~o + l) -(3b0-4^bo + l) + 1) J 

+ q3AL 

QT,BL 

sin0 

bn-\ 

[ 
cos(l - 2-slb06 cos(l + 2 V M 

-(3Z>0-4V6o + l 36n 

os(l+2VM~n 

%+A\fb~0 + \^ 
+ B0{. (16) 

The first two terms on the right hand side of (16) are secular 
terms. Additional secular terms arise when VZ^ = 1, Sbo 
= 1/2, and V^o = 1/3. The differential equation (15) has to be 
solved for these specific values of b0 and the secular terms 
that arise must be elimated by imposing conditions on £>,. 
This is done in the neighborhood of those b0 values which 
possess a singularity in the solution. 

Starting with b0 = 1/9, equation (15) is: 

cPu, 1 

dd2 9 
+ - u l - - Z J ^ Q C O S - -Z^Bosin-

i e i e 
+ 2AOALQI&^^ + 2AoBLQiCOS-

i e \ e 

+ ^BaALq3cos-- -B0BLq3sm-

+ . . . 
(17) 
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Eliminating the secular terms in (17) requires that 

- biA0 + -BLq3A0 + -ALq3B0=0 

-biB0- -BLq3B0 + ~ALqiA0=0 

Equations (18) can be written in the form 

<73 

(18) 

•bl + %BL •A, 

SLAL -bl-?±BL 
2 2 

-

r "̂  

A* 

Bo 
L J 

• = * 

r ^ 
0 

0 
L J 

(19) 

To obtain nontrivial solutions the determinant of the 
coefficient matrix must be zero. This yeilds the following 
equation: 

&-?!,*% (Al + B2
L) = 0 

<?3 b) = ±—yJA2L + B2L 

The two values of b\ in equation (20), when inserted into 
equation (12), correspond to two different stability transition 
curves in the (a0. e) plane. These curves separate stable regions 
from unstable regions. For each bx that is obtained from (20) 
the corresponding ratio of A0 to B0 can be determined from 
(19) 

Ao 

B0 

BL±^Aj+Bl 
(21) 

Using these results, the second order approximation of the 
transition curves can be obtained by eliminating secular terms 
in the solution of the third differential equation in (13). For 
each transition curve at a0 = 1/9 there are two different 
conditions for b2 that have to be fulfilled in order to eliminate 
the secular terms. They are, respectively, 

b, = -
10 

q\*-q]BL-jAl + B2
L 

-(39AI-33BD Si 
32 

(22) 

b7 = 
10 (J^O^BL^AT+B2 

•05BI + 3AI) Si 
32 

(23) 

Obviously, conditions (22) and (23) cannot be satisfied 
simultaneously for arbitrary AL and BL. Examining the two 
expressions for b2 in these equations, the difference is in the 
last term of the equations. If these terms are neglected the 
perturbation solution (11) will not be exactly periodic due to 
u2. The prerequisites of applying Floquet theory for the 
transition curve will be violated. The method of strained 
parameters fails to determine the stability transition curves to 
the second and also to higher powers of e. Therefore, the 
solution so obtained is not uniformly valid as t-><x>. Other 
perturbation methods have been tried without much success in 
resolving this inconsistency. This remains a mathematical 
problem that may be tackled rigorously at a future time. 

Fortunately, in most practical cases the ratio e, of 
precessional speed to rotor spin is small. The numerical error 
resulting from omitting these inconsistent terms is negligible. 
In order to verify these approximated stability curves an 
independent numerical method was employed directly to 

determine the stability of the basic equation (10). This is 
presented in the next section. 

The approximate equations (22) and (23) for b2 and 
equation (20) for bx are inserted into (12) to obtain the 
equations for the two transition curves that emanate from 
a0 = 1/9,6 = 0. 

a0-
1 
- ±e 

Qi 
<Al + B2

L 

' [a, + — q\ ± - q\BL^AJ+B2] (24) 

The above process is repeated at other singularity points: 
e = 0 and a0 = 1 /4 , 1, etc. The approximate transition curves at 
a0 = 1/4 are 

1 „ . „2 
flo=4+ey+e2[ « , - f + f | ( 14^i-65i)] (25) 

aa--
1 <7> 
4 ~ e Y 

+ e2[_fll_^+.|i(14B2_Mi)j (26) 

and at a0 = 1 are 

(20) a0 = l + e ^ [ 2 B £ ± V ^ T 5 i ] - e 2 [ « 2 - Si 
32 

(Al + Bl)] (27) 

Emanating from each singular point in the (a0, e) plane 
there are two transition curves. The loci of transition values 
separate the (a0, e) plane into regions of stability and regions 
of instability. It should be mentioned that these are not the 
only stability curves. Additional unstable regions can be 
derived for higher values of a0. However, these regions of 
instability are usually narrow and do not have practical 
significance. 

All of these transition curves contain A t and B{ which are 
the initial condition constants of the basic solution uL. The 
dependence of stability transition curves on the initial con
ditions is typical for nonlinear systems. But these transition 
curves do not depend on the constants A0 and B0 in equation 
(14) of the perturbed solution. This indicates that the stability 
curves are valid for any arbitrary initially perturbed motion. 

Numerical Example 

The equations for stability transition curves derived by the 
perturbation method contain the blade parameters /3, R/L, 
fl/co, L, etc. with the initial condition constants AL and BL. 
For each of these parameters, one can construct a family of 
stability curves while the other parameters are held constant. 
In this paper we choose to demonstrate the effect of initial 
conditions on the stability curves for a given set of blade 
parameters. 

Stability charts of Figs. 3, 4 and 5 are constructed for the 
particular set of blade parameters, £ = 25.4 cm, R/L = 1.384, 
/3 = 45 deg which yields the following parameters ax=l, 
Q\ = 1 , ^ 2 = 2 , and 93 =0.1547. 

For this purpose, two nondimensional initial value 
parameters, •ql and iy2

 a r e defined as follows: 

AL 
Vi = - (28) 

12 : 

L 

Note that AL is the initial displacement, uL (0) {u = uL) and 
BL is proportional to the initial velocity. 

Figures 3, 4, and 5 correspond to different initial 
displacement values, rji=0, T ; 1 = 0 . 0 5 , and TJI =0 .1 , 
respectively. In each figure, four pairs of transition curves are 
drawn for four different values of T\2\ 0, 0.05, 0.1, and 0.5. 
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3 

Numerical results 
o Stable 
» Unstable 

1/9 .24 1/4 .26 

DIMENSIONLESS FREQUENCY 

- V° 
Fig. 3 Stability chart for zero initial displacement, >ii = 0 and for 
different initial speed 1)2 

Note that ij2 =0.5 corresponds to a significant initial speed. 
For example, if the spin velocity is 4000 rpm the initial speed 
for the transition curves emanating from a0 = 1/4 is 26.5 m/s. 

For every pair of curves that emanates from the discrete a0 

values, the region between the transition curves correspond to 
(a0, e) values which give unbounded solutions of the equation 
of motion. Therefore, these are regions of instability. In these 
regions the perturbed motion, u, grows and, consequently, 
according to equation (6), the blade tip motion it is unstable. 

In reality, after an appreciable amount of growth has taken 
place nonlinearity prevents further growth and stationary 
solutions are obtained. In the present paper these stationary 
amplitudes in the unstable region are assumed to be large so 
that catastrophic behavior is not prevented by the attainment 
of these stationary amplitudes. 

In Fig. 3 the transition curves for ?/! = T / 2 = 0 are of par
ticular interest. These are stability transition curves when the 
nonlinear Coriolis term is not taken into consideration. It can 
be seen from equation (10) that if the Coriolis term is 
neglected the stability characteristics of the blade tip motion 
will not depend on initial conditions (AL, Bx). This is expected 
since the stability of linear systems should be independent of 
initial conditions. Also, when there is no initial motions 
(AL =0, BL =0) relative to the spinning system the Coriolis 
acceleration does not effect the stability regions. 

An interesting effect of Coriolis acceleration is the creation 
of additional region of instability at a0 = 1/9. This region does 
not exist for IJ2 = i?i = 0, and it widens for increased values TJJ 
orrj2 . 

Unstable regions at a0 = 1 /9 and at a0 = 1 are quite narrow 
for practical initial values (77, <0 .1 , t)2 <0.05). These regions 
depend strongly on initial conditions and Coriolis effect. On 
the other hand, the unstable region at a0 = l /4 does not 
depend on the initial conditions. This region is even important 
when the nonlinear Coriolis term is not neglected. 

Studying the three stability charts it might be concluded 
that for moderate initial values and low precession rates 
(e< <«o)> the effect of Coriolis force on motion stability can 
be neglected for blades undergoing gyroscopic motion. 

So far the stability of tip motion has been analyzed by the 
perturbation method. Because of the uncertainty in the ac
curacy of this method, it was decided to verify the stability 
charts presented in Figs. 3, 4, and 5 by numerical solutions. 
According to reference [5], the solutions of the equations of 
motion (10) are stable if: 

IK,(29ir)+Ki(2?7r)l<2 (29) 

where V{(6) and K2(0) are numerical solutions of the 
homogeneous equation of motion (10) with the following 
initial conditions 

3 
cs 

.04 

.02 

1/9 .24 1/4 .26 

DIMENSIONLESS FREQUENCY a 

Fig. 4 Stability chart for initial displacement ^ =0.05 and for dif
ferent initial speed i;2 

,,.05, . .05 , , 
0. \. 1 0. v . 1 .5 

3 

CS 

Numerical results 
o Stable 
» Unstable 

1/9 .24 1/4 .26 1 

DIMENSIONLESS FREQUENCY aQ 

Fig. 5 Stability chart for initial displacement >JI =0.1 and for different 
initial speed >;2 

F,(0) = 1, K{(0) = 0 

V2(.0), K*(0)=1 (30) 
The predictor-corrector numerical scheme of Adams-

Bashforth was used to obtain V\(6) and V2(ff) for given (a0. e) 
values when a{ = 1, q{ = 1, q = 2, and <?3 =0.1547. In all three 
figures, the transition curves for the initial condition rj2 =0.1 
were checked. The stable and unstable (a0,e) points are 
marked on the stability charts. They indicate that the stability 
curves obtained from the perturbation method are quite 
reliable. 
Forced Vibrations 

The equation of motion (2) indicates that the gyroscopic 
motion is a forced vibratory motion. From the stability 
analysis, it has been determined that the motion in the un
stable regions of the (a0, e) plane is unbounded. This is due to 
the fact that the forcing function initiates vibrations which 
lead to parametric resonance. Hence, it is only necessary to 
give the forced response away from the resonance regions. 

In the stable regions, the solution to the equation of motion 
(2) can be assumed to be 

u = uL+m (31) 

where uL now includes the forced response 

dd2 + a0uL= e2Fsin20+2eFcotj3sin0 (32) 

where F is given in equation (3) and is of Q(L) and u is the 
perturbed solution due to the right hand side of equation (4). 

In the stable regions, the perturbed motion is bounded. 
From equation (31), the error in taking uL equal to u is in the 
order of e. Therefore, in the stable region, the forced response 
of the equation of motion (2) with error of order e can be 
obtained from equation (32) directly. 
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u**uL = Acos-Ja0d+Bsin-Ja^d 

+ 

where 

A = u(0) 

e2F 2eF . „ 
sm2f? + cot/3sm0 

O o - 4 a o - l 

5 
tf0 

2c2/7 2eFcot0-| 

(33) 

(34) 
a o L ™ i»=u ao—4 a0 — 1 

The peak value of (33) can be determined by summing the 
amplitudes of individual harmonics: 

I H L --^ATTW2 + 
2F 2eFcot/3 

« o - l 
(35) 

a 0 - 4 

To check the validity of the solution (33), the complete 
equation of motion (2) is integrated directly using the 
predictor-corrector numerical scheme of Adams-Bashforth. 
Both the numerical solution and the approximate solution are 
plotted in Figs. 6 and 7. Figure 6 is constructed with zero 
initial conditions, whereas in Fig. 7 the initial values are «(0) 
= 2.54 cm, du/d6\e=o = 2.54 cm, which correspond to 

dii 

It 
= (2.54Xco)cm/s 

The solutions of Fig. 6 and Fig. 7 correspond to a stable point 
in the (a0, e) plane which is a0 = 2 and e = 0.01. The particular 
blade data used in Figs. 6 and 7 was the same as those used in 
the stability chart. 

The approximate solutions of (2) in the stable region which 
are obtained from equation (33) are in very good agreement 
with direct numerical solutions of (2), as can be seen in Figs. 6 
and 7. For smaller and more realistic e values the accuracy of 
the approximate solution will be even better. 

The previous discussion leads us to conclude that for 
practical purposes the peak value of the vibratory motion 
which is governed by equation (2) can be predicted from 
equation (35), provided the particular blade and rotary data 
correspond to points inside the stable region of the (a0, e) 
plane. It is worthwhile to note that bending moments 
associated with peak tip displacements in this case (e = 0.01) 
are acceptable. Therefore, the forced motion of blade under 
gyroscopic disturbance is generally less important than the 
corresponding motion stability problem. 
Summary and Conclusions 

The stability of the blade tip motion can be represented in a 
diagram very similar to the Strutt diagram for Mathieu's 
equation. All the unstable frequencies a0 from solutions of 
the Mathieu's equation are present. However, the regions of 
stability characteristics are now different. 

Perturbation methods, with accuracy confirmed by direct 
numerical integration, have shown that the inclusion of 
Coriolis acceleration alters the stability of blades mounted on 
a spinning and precessing rotor. The principal result is the 
creation of new regions of instability, one of which emanates 
from fl0 = 1/9 on an aQ, e diagram. The parameter a0 

corresponds roughly to the square of the blade rotating 
natural frequency and e is the shaft precession rate, both 
angular rates being dimensionless with respect to the rotor 
spin rate. 

In addition to new regions of instability, it is found that the 
size, or extent, of some of the unstable regions become 
dependent upon initial conditions with large initial 
displacements and/or velocities not unexpectedly yielding 
larger unstable areas in the a0, e plane. However, there is no 
Coriolis effect unless there are nonzero initial conditions, and 
the dependence on initial condition is such that very large 
values of these parameters are needed to widen out ap
preciably what are basically very narrow regions to begin 

DIMENSIONLESS TIME 

Fig. 6 Comparison of numerical and approximate solutions in the 
stable region with zero initial conditions 

DIMENSIONLESS TIME 0 

Fig. 7 Comparison of numerical and approximate solutions in the 
stable region when initial conditions are o(0) = 2.54 cm and du/dl) = 2.54 
cm 

with. Hence, the important effect of Coriolis acceleration is 
mainly to create new regions of instability, and, in particular, 
at one lower blade bending frequency, rather than to increase 
the width of the frequency bands very appreciably where 
instability might be encountered. 

Forced response in the stable regions shows an interesting 
characteristic at the expected frequency of twice the frequency 
of spin. The cantilever blade tip deflection is proportional to 
the square of the ratio of precession to spin frequencies. Since 
the ratio is usually small, e< < 1 , the forced response will be 
very small as a fraction of the blade length. However, a 
resonant condition will obtain as Va0 —2, i.e., as the natural 
bending frequency approaches twice the spin frequency. This 
may provide further insight into the extreme importance 
attached to second engine order resonance by axial com
pressor and jet engine designers. 
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Rockwell International, Rocketdyne Division, 
Canoga Park, Calif. 91304 

Status Report—Advanced Heat 
Exchanger Technology for a CCGT 
Power Generation System 
Rocketdyne is under contract to the Department of Energy for the development of 
heat exchanger technology that will allow coal to be burned for power generation 
and cogeneration applications. This effort involves both atmospheric fluidized bed 
and pulverized coal combustion systems. In addition, the heat exchanger designs 
cover both metallic and ceramic materials for high-temperature operations. This 
paper reports on the laboratory and small AFB test results completed to date. It also 
covers the design and installation of a 6x6 ft atmospheric fluidized bed test facility 
being used to correlate and expand the knowledge gained from the initial tests. The 
paper concludes by showing the direction this technology is taking and outlining the 
steps to follow in subsequent programs. 

Introduction 

Between the years 1977-1980, the Department of Energy 
funded studies of coal-fired, closed-cycle gas turbine (CCGT) 
power generation systems for both central station power at 
350 MWe unit sizes and cogeneration units of 10 to 50 MWe. 
The advantages and problems of CCGT power generation 
systems were explored and comparisons made between such 
systems and more conventional steam-based cycles. Fired heat 
exchanger concepts were described for application to CCGT 
cycles having maximum working fluid temperatures between 
1460 and 2250°F. Finally, technology barriers were identified, 
which required solutions before the fired heat exchanger 
concepts would be built. 

In February 1980, the Department of Energy contracted 
with Rocketdyne to conduct the necessary research and 
development that would allow the practical construction of 
the heat exchanger designs offered. Figure 1 shows the overall 
plan for the Advanced Heat Exchanger Program. 

Current Program 

Previous studies have identified four heater designs: two 
operating at a turbine inlet temperature of 1550°F (metal heat 
exchangers, one with a pulverized coal (PC) combustion 
system and one with a fluidized bed (FB) combustion system), 
and two operating at 1750°F or above turbine inlet tem
peratures (both requiring ceramic heat exchangers and 
operating with fluidized bed combustion systems). Technical 
issues relative to these designs were identified (Table 1). 

A program for Phase 2 was designed to address the 
technical issues and maximize the amount of information 
generated for all designs that would allow a choice for 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Co'nference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 14, 1981. Paper No. 82-GT-l 64. 

PHASE I 

PHASE II 

PHASE III 

YEARS 

15 MONTHS 

9 MONTHS 

42 MONTHS 

9 10 

60 MONTHS 

Fig. 1 Advanced heat exchanger (overall program schedule) 

building a complete operating module in a subsequent 
program phase. The prime issue is one of corrosion/erosion 
of materials versus cost for the various designs. 

Work to be accomplished meant that test facilities would 
have to be identified or built (Table 2), test articles designed 
and built, test plans devised, and a study made to outline the 
best program for later efforts. 

A philosophy evolved that said that the state-of-the-art for 
ceramic technology was such that during the course of this 
contract only basic research could be conducted to enlarge the 
engineering data base available for HEX design work and 
address the joining problems of ceramic to ceramic or ceramic 
to metal. About 10 percent of the effort would be devoted to 
ceramic technology for future designs. 

Research and development work for pulverized coal 
systems could utilize existing pulverized coal boilers and thus 
minimize the need for expending a large amount of contract 
money for pulverized coal test facilities. The pulverized coal 
program was designed to conduct cold-flow modeling to 
understand mixing processes that govern the progress of 
combustion, flame stability, and dilution by recirculated 
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Table 1 Major technical issues

Table 2 High-temperature heat exchanger experimental
facilities

Program Organization

The team organized to accomplish this work is illustrated in
Fig. 2.

With Rocketdyne as the prime contractor, team members

GENERAL ATOMIC

RILE .... SiOKER/IlABCOCK
CONTRActORS. INC

PROCifllAMI'IEPRUEIHAllVES

• MANUFACTURING
·TEST
-FACILITIES

• PURCHASING

• DATA MANAGEMENT

Fig.2

Fig. 3 Cold·f1ow model of front·fired furnace

include Battelle, because of their background in materials
research and coal combustion, Solar, because of their ex
perience with small gas turbines, General Electric, with their
large gas turbine background and previous systems studies,
General Atomics, with a background in closed cycles, Burns
and Roe, with their understanding of balance of plant
equipment, and Riley Stoker/Babcock Contractors, with
commercial experience in building fluidized beds/boilers.
This team promises to provide all the necessary expertise to
meet the program objectives.

Pulverized Coal-Fired Heater Program

The pulverized coal burner and furnace development
program is being conducted at the Battelle Columbus
Laboratory (BCL) facilities in Columbus, Ohio, to examine
and refine designs for control of furnace heat flux. The
primary mechanism is through the use of exhaust gas recir
culation (EGR). In a commercial pulverized coal furnace
designed for CCGT service, it is required to control and limit
the local intensity of thermal radiation, and this is achieved by
feeding cool flue gases from the convection pass exhaust back
into the flame zone. This development program includes cold
flow testing of burner and furnace designs, hot-fire testing of
burner designs, and exposure of metallic heater materials
specimens in existing commercial boilers.

Individual cold-flow burner testing was conducted under
controlled and measured conditions, in which the variables
were primary air, secondary air, and recirculated flue gas
(EGR), as well as burner configuration: Various methods of

X

X
X

PC

X
X
X

X

Series AFB

x
X
X

X

1650 F AFB

• Battelle Columbus Lai;>oratories
•• Rockwell International

24-in. dia. AFB·
18- by 18-in. AFB**
6- by 6-ft. AFB**
Ceramics··

Corrosion/erosion
Ceramic/metal joint

Materials laboratory·
PC burner - EGR·

Cold t10w
Hot fire

Dry bottom pulverized coal

• High temperature corrosion/material cost
Uniformity and limitation of furnace heat flux
Minimization of working fluid, /:;P
Hot gas side cleanliness
Fired heater economics

Low temperature t1uidized bed

Corrosion/erosion versus material cost
Bed/CCGT interactions-location, control, etc.

• Bed economics-sizing, no. units, Ca/S

High temperature t1uidized bed

• All the metals issues of low-temperature bed
• All the bed issues of low-temperature bed
• Ceramics materials issues
• Series bed emission issues
• Series bed materials issues
• Series bed emission issues
• Series bed economic issues

Very high temperature slagging heater

• All the metals issues of dry bottom PC
• Ceramics materials issues

Slagging combustor NOX issues

exhaust gas and to optimize the heat flux distribution in the
furnace. Hot tests in a lab facility would establish the
preferred mechanism for introducing exhaust gases into the
combustion chamber. Corrosion/erosion tests could be
conducted with selected materials in selected locations within
existing boiler facilities.

The AFB program consists of three parts. Under a com
pany-sponsored program, an 18- x 18-in. AFB test facility
has been built at Rocketdyne. Work will continue with this
facility, concentrating on tests which would explore upset
conditions that could occur. These conditions will include
such cases as plugged air inlets, loss of coolant, or slumped
bed. It was reasoned that these types of tests would be better
conducted with a small facility than with a more expensive,
larger facility.

Battelle had a circular 24-in. AFB available from previous
programs, which could be modified for use on this program.
BCL's facility could be used to characterize bed operation
under the operating conditions desired, and research with
oxygen and corrosion probes would give use detailed AFB
operating data not previously known.

A 6- x 6-ft AFB test facility is being built at Rocketdyne to
capitalize on the knowledge generated by the 18- and 24-in.
work and perform duration tests with the selected materials.

The pulverized coal effort is about 15 percent of the total
program with the AFB work equal to 75 percent.
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Fig.6 Working fluids material test rig

DIRECTION
OF

GAS FLOW

assessed for the pulverized coal (PC) combustor, atmospheric
fluidized bed (AFB) combustor, and the working fluid en
vironments.

The pulverized coal laboratory program is investigating the
corrosion behavior of metallic specimens in the presence of a
deposit of flyash. Alkali-iron-trisulfate has been identified as
the major corrosive species, which is molten above 1050°F
and unstable above 1350°F. Hence, the corrosion studies have
been divided into two distinct regimes to address the two
temperature ranges and salt-type combinations. At the
temperature range of 1050-1350°F, specimens were exposed
up to 500 hrs to an equimolar mixture of potassium and
sodium iron-trisulfate salt in especially built laboratory
furnaces (Fig. 5). The exposed specimens were cathodically
descaled and weight loss data determined to develop a criteria
for selection of the most corrosion resistant materials.
(Results are being presented in another paper at this con
ference). For tubes that operate in the 1400-1700°F range,
these materials could also experience operation at the lower
temperatures due to load changes or an outage. Therefore,
specimens will be cycled between 1250 and 1650°F in the salt
environment exposure. This program will consist of 25 hrs of
each temperature, with exposures up to 500 hrs.

The AFB laboratory program consists of controlled tests in
simulated AFB environments that are designed to facilitate
the interpretation of corrosion data obtained from exposure
of material specimen probes in the 24-in. dia and 6- by 6-foot
fluidized bed combustors. These tests include exposure of
specimens at: (i) steady-state oxygen partial pressure (Po) in a
gaseous environment, (ii) steady-state Po in a gaseous en
vironment and deposits of CaO/CaS04 , and (iii) oscillating
Po in a gaseous environment. A primary variable will be the
Po, where the range of interest is derived from tests with the
24-in. dia AFB, and Po levels as low as 10 -14 atmospheres
were measured. The S02 partial pressure is generally con
trolled to correspond to the equilibrium conditions at a given
Po level. These tests are being conducted at a (simulated bed)
temperature of 1650°F with exposures up to 250 hrs.

The heat exchanger materials are also subject to attack
from the working fluid of which air and helium are proposed.
A special test rig was designed (Fig. 6) to simulate heat ex
changer metal and gas temperatures, gas velocity, and helium
to oxygen ratios. This rig is a closed-loop circuit with
specimens expo~ed at two temperatures (1000 and 1600°F),
and tests are bemg conducted with both air and helium, with
exposures up to 1000 hrs. After exposure, the specimens will
be metallurgically examined to determine the depth and type
of attack, and the extent of depletion of chromium.

Fig. 4 Material specimen probes

Fig. 5 Salt corrosion furnace

injecting the flue gas were experimentally evaluated, which
avoided direct dilution in the stabilizing zone, and a candidate
burner configuration was developed for further evaluation.

A 0.15-scale, cold-flow model of a front-fired furnace was
constructed (Fig. 3), and cold-flow studies were carried out to
define the degree of mixing of the fuel with combustion air,
and of recirculated flue gas with combustion products. In
both the furnace and burner cold-flow testing, measurements
were taken to determine the degree of mixing of the various
fluid streams and local velocity.

The burner configuration developed from the cold-flow
program will be verified in a single-burner, hot-fire test
program. This program will verify the stability of the flame,
and measurements will be made of local heat fluxes.

Promising metallic heat exchanger materials will be
screened by exposure in commercial boilers under actual
combustion conditions. In this way, results can be obtained
under actual combustion conditions and compared to
laboratory test sample results. The design and construction of
the material specimen probes (Fig. 4) is being completed, and
selection of three sites is nearing completion.

Metallic Laboratory Program

The metals laboratory program is being conducted at
Battelle Columbus facilities in conjunction with the
pulve;ized coal field and AFB experimental unit testing.
CandIdate heat exchanger materials are being experimentally
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Fig. 8 Ceramic tube samples (as· fabricated condition)
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promising results indicate that SiC does not experience
corrosion or erosion in the fluidized bed environment.

Other tests were conducted using strain-gaged ceramic and

SINTEREO SiCCHEMICAL VAPOR
SILICONIZED

(NC 4301

Fig. 7 4· by 6·in. AFB test facility

Ceramics Program

Significant gains in cycle efficiency can be achieved through
higher working fluid temperature (l750°F) and ceramic heat
exchanger surfaces. A series of laboratory and atmospheric
fluidized bed heater experiments has been designed to
demonstrate the feasibility of the high-temperature series
AFB-fired heater concept by showing that ceramic tube
materials are durable in the AFB environment. To this end,
design data on candidate silicon carbide (SiC) will be ob
tained. Laboratory evaluation, types and sources, of SiC will
be compared in an AFB environment, and a ceramic-to-metal
joint will be developed and tested. The primary experimental
task includes: (i) exposure of ceramic specimens in a 4- by 6
in. unfired fluidized bed, (ii) exposure of ceramic specimens in
the 24-in. dia fired AFB, and (iii) pressure and temperature
cycle testing of ceramic-to-metal joints.

SiC is one of the most erosion resistant materials available,
and the oxidation rate is negligible at 1800°F. However, it is
possible that the oxidization rate could be accelerated in the
AFB environment by removal of the protective layer of SiC by
erosion. For example: a 4- by 6-in. fired AFB test rig was built
(Fig. 7) to expose tube samples (Fig. 8) in a simulated
fluidized bed environment at 1800°F. Fluidizing air was
preheated to 1800°F with a bed of used bed material
(Georgetown University atmospheric fluidized bed com
bustor), and steady-state runs were conducted at superficial
velocities from 6 to 18 ftls for 100 hrs each. The specimens
were evaluated by measuring changes in weight, wall
thickness, microstructure, and strength (burst tests), and these
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Fig.12 18· by 18·in. AFBICCGT experimental unit

metallic tubes in the 24-in. dia AFB to determine bed loads
and establish design criteria for ceramic heat exchanger tubes.
An upcoming series will be conducted where ceramic tube
specimens will be exposed for 250 hrs in the fired 24-in. at
mospheric fluidized bed. Designs are currently being
developed for ceramic-to-metal joints, and candidate con
figurations will be fabricated and tested in a test rig that will
cyclically vary the material temperatures and pressures.

Fluidized Bed Programs

The AFB programs have been organized to address two
major technology areas. One area is the identification of
heater materials, and design and operating practices that
permit the economical and competitive design of CCGT/ AFB
fired heaters. The other area is the adaptation of the
technology of fluidized bed combustion from steam boiler
practice to the special needs of the CCGT fired heater. The
three fired AFB facilities are being utilized to meet these
goals. The first two facilities are currently operating (the 24
in. dia AFB and the 18- by 18-in. AFB) while the 6- by 6-ft
facility is nearing completion.

24·In. Dia. AFB. This facility was an existing facility,
located at Battelle Columbus Laboratory in Columbus, Ohio,
which was specifically modified for this program. The unit
was a 24-in. dia bed with air-cooled heat exchanger tubes to
control bed temperature and a single coal feed port (Fig. 9 and
10). Since this was an existing facility, it was modified and

352/ Vol. 105, APRI L 1983

Fig.14 18· by 18·in. AFB heat exchanger

Fig.15 6· by 6·ft closed·cycle gas turbine AFB experimental facility

activated early in the program to support laboratory work and
to provide design information for the larger 6- by 6-ft unit. A
series of programs has been designed to address the various
technical issues, which are: (i) characterization of the CCGT
fluidized bed and combustion environment, (ii) long-term
(250 hr) exposure of metal specimens, (iii) simulation of the
low-temperature bed of a series bed system, and (iv) operation
of the high-temperature bed of a series bed system with ex
posure of ceramic tube specimens.

To date, the characterization tests have been conducted and
significant data have been collected with research probes
exploring combustion zones for oxidizing and reducing
potentials. Physical design of coal ports and other factors
affecting the operating conditions have been examined as to
their relation to the combustion process and creation of
"healthy" environment for the heat exchanger materials.
Transverse probe data across the combustor, as shown in Fig.
11, have identified regions of oxidizing and reducing
potential, and changes in the bed design and operating
parameters can be directly accessed with this technique.

The work with the 24-in. facility was expanded with tests at
the Babcock and Wilcox 6- by 6-ft boiler facility located at
Alliance, Ohio. These tests showed a correlation in that the Po
probes could be used to identify similar zones on combustion
as previously noted, and these data are expected to be directly
applicable to the CCGT 6- by 6-ft AFB facility being built at
Rocketdyne.
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Fig. 16 6· by 6·ft AFB combustor/heat exchanger

18- by 18-In. AFB. This facility, shown in Fig. 12, was
built and is being operated under company sponsorship at the
Rockwell Thermodynamics Laboratory in El Segundo, Calif.,
to explore technology issues of the CCGT/ AFB. The design
features of this AFB unit are similar to the larger scale 6- by 6
ft AFB and proposed commercial design, including rec
tangular cross section, refractory liner with steel ribbed
casing, in-bed tube bank, and convection tube bank, as shown
in Figs. 13 and 14.

This facility is being used to resolve design issues of the
CCGT application, such as operation of the relatively high
bed and verification of the heat transfer with the high
temperature heat exchanger. This facility is also particularly
suited to exploring upset conditions, such as plugged or failed
tubes and loss of coolant. The philosophy is that it would be
better to explore these issues with the smaller facility than the
larger and more expensive 6- by 6-ft facility. To date, several
tests have been conducted with bed temperatures up to I800°F
and heater output temperature of l550°F. These tests have
commissioned the facility and verified the heat transfer
performance on the bed and heat exchanger with the high
metal temperatures.

6- by 6-Ft AFR. This facility is located at the Rockwell
Thermodynamics Laboratory in El Segundo, Calif., and
facility construction began in the spring of 1981. The fired
heater assembly has been completed and installed along with
the auxiliary equipment. The facility (Fig. 15) has all the
combustion side components typical of a commercial in
stallation, including air heater, solids feed systems, cyclone,
and baghouse, while the air working fluid is provided by the
laboratory heater air system.

The system was designed to be a versatile investigation tool
for exposing heater material specimens, diagnosing the
combustion environment, and where practical, controlling the
bed combustion environment. Where possible, auxiliary
systems are typical of the commercial application. The fired
heater (Fig. 16) has an in-bed and convection heat exchanger
in a refractory lined setting, similar to proposed commercial
designs. The heater unit has numerous access ports for
specimen and diagnostic probes, and the heat exchangers have
shortened loops in several locations that allow probes to be
inserted into the midpoints of the heat exchangers. The
specimen probes are cooled to control the specimen tem
perature, such that the exposure accurately simulates the
condition of the candidate tube materials. Other probes are
diagnostics for oxidizing and reducing zones, gas analysis,
and bed loading.

Journal of Engineering for Power

Fig.17 Erection of CCGT/AFB test platform

The heater and its equipment have been designed for a wide
range of operational capability where superficial velocity can
be from 2 to 8 ft/s. Other feature;; are capability of ash
recycle, up to three times the cold feed rate and independent
control of the four coal feed points. The heater has a
surrounding access platform (Fig. 17), which will provide easy
access to the diagnostic ports, instrumentation, and equip
ment.

The facility is nearing completion and commissioning and
activation will begin such that the test program will be un
derway during the latter part of the year. The current program
consists of a series of characterization tests and
corrosion/erosion tests with metal specimen exposure up to
250 hrs. The facility has the capability of further long term
testing, and provisions have been made for future addition of
a closed-cycle working fluid loop complete with tur
bogenerator, recuperator, and steam/water heat exchangers.

Phase 3

It is planned that a subsequent phase of this program will
include the building and testing of a complete closed-cycle
system (either pulverized coal or atmospheric fluidized bed) at
a 10- to 20-MWe size located at a site that represents an actual
location that can use this advanced technology for power
generation purposes. This prototype system is expected to
demonstrate:

1 The integrity of the components and system involved
2 Through long duration tests, the survivability of the

tube materials selected for the in-bed and correction heat
exchanger sections of the system

3 A more efficient way to burn coal
4 The economic feasibility of the concept

In addition, we expect to continue to expand our ceramics
research to lay the groundwork for future heat exchanger
configurations that will offer even more efficient power
generation systems.
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Local Heat Transfer to Staggered 
Arrays of Impinging Circular Air 
J Bid 
Measurements are made of the local heat transfer from a flat plate to arrays of 
impinging circular air jets. Fluid from the spent jets is constrained to flow out of the 
system in one direction. Two different jet-to-jet spacings, 4 and 8 jet diameters, are 
employed. The parameters that are varied include jet-orifice-plate to impingement-
surface spacing and jet Reynolds number. Local heat transfer coefficients vary 
periodically both in the flow direction and across the span with high values oc
curring in stagnation regions. Stagnation regions of individual jets as determined by 
local heat transfer coefficients move further in the downstream direction as the 
amount of crossflow due to upstream jet air increases. Local heat transfer coef
ficients are averaged numerically to obtain spanwise and streamwise-spanwise 
averaged heat transfer coefficients. 

Introduction 

An effective way of cooling or heating a surface is to use 
impinging fluid jets, often air jets. Not only are high local 
heat transfer coefficients attained, but by using a number of 
jets, the surface heat transfer distribution can be controlled. 
Applications of impinging jets include paper drying, tem
pering and cooling of glass plates, and the cooling of elec
tronic components, flat-plate solar collectors and gas turbine 
components. 

In many applications the jet air after impingement is 
constrained to exit from the system in one direction. The spent 
air from upstream jets imposes a crossflow on downstream 
jets. 

Earlier studies reported measurements of the local heat 
transfer from single jets in a crossflow [1, 2, 3], the average 
heat transfer from a row of jets, [4], and the average heat 
transfer for an array of jets [5]. Recent measurements have 
been made of the variation in the mean flow direction of the 
heat transfer averaged across the span of a plate for various 
jet configurations [6, 7, 8, 9]. 

The present investigation was undertaken to determine the 
two-dimensional distribution of local heat transfer from a 
plate to an array of staggered circular impinging jets. All 
geometrical parameters are nondimensionalized using the jet 
diameter, D. Two jet orifice plates with different jet-to-jet 
spacing, S/D = 4 and 8, were used. For each S/D, four jet-
orifice to impingement-plate spacings were employed 
(Y/D = 2, 3, 4, 5). The flow rate was characterized by the 
Reynolds number, Re7 based on the average jet velocity. 
Three different Reynolds numbers, Rey = 5,000, 10,000, and 
15,000 were used. The local Nusselt number is presented as a 
function of these parameters defined above. The local heat 
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MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 15, 1981. Paper No. 82-GT-211. 

transfer coefficients are numerically integrated to obtain an 
average of Nusjelt numbers across the span, Nu, and over the 
plate surface, Nu (see Fig. 2). 

Experimental Apparatus and Operation Procedure 

Apparatus. Only a brief description of the apparatus is 
given here. For further details, the reader is referred to 
reference [10]. 

Air for the jets is supplied by the building compressor. 
After filtration and regulation, the air is metered by a thin 
orifice plate and passes into the plenum chamber from which 
it is distributed to the individual orifices on the jet-orifice 
plate via vinyl and stainless steel tubes. The mass flow rate is 
taken to be the same for each individual jet. Based on the 
analysis of [9], the range of variation of the main flow from a 
single jet to the average jet mass flow for the extreme con
dition (smallest Y/D and largest mass flow) varies from 0.96 
to 1.10. Figure 1 shows details of the jet-orifice plate and an 
injection tube. Two different jet-orifice plates, one with D = 
5 mm and the other with D = 10 mm, were used. Each jet-
orifice plate has 18 jets positioned in staggered arrays such 
that each jet is a distance, S, from its nearest neighbor with S 
= 40 mm. The jet-orifice plate is flush with the top of one of 
several frames which provide the desired jet orifice plate to 
impingement plate spacing. These frames form part of the 
walls of the test section beneath the jet-orifice plate. 

The test section is 103-cm long by 20.3-cm wide with 1.9-cm 
thick side walls. The bottom wall (the impingement plate) is 
made of 0.16-cm thick textolite backed by 5-cm thick 
styrofoam. The heater surface consists of 18 stainless steel 
heating foils 0.0254-mm thick and 5-cm wide. They span the 
entire 24.10-cm width of the test surface and have an 
unheated gap of only 0.04-mm between any pair. The heat 
flux, qw, during heated runs was approximately 1300 W/m2 . 
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Injection Tube in Place 

Fig. 1 Jet orifice plate 

Silicon rubber cement is used to fasten the heaters to the 
textolite backing. One hundred twelve (112) 36-gauge iron-
constantan thermocouples are embedded in the textolite plate 
in contact with the heating foils via copper oxide. Many 
thermocouples (46) are located on the centerline of the test 
plate. The jet orifice can be set at different lateral positions to 
obtain off-centerline data. 

To keep a constant distance between the jets and the side 
walls with the lateral movement of the jet-orifice plate, two 
inner walls made of 0.5-cm thick masonite material are at
tached to the jet orifice plate via slots. These inner walls run 
the entire length of the test section. There is one set of inner 
walls for each jet orifice-to-impingement plate spacing used 
(see Fig. 2). 

A Fluke 2240A data logger with a maximum uncertainty in 
reading thermocouple output of ±2.4 /x volts ( = 0.05°C) and 
a Multiteck FM 300 acoustic coupler were employed to collect 
and transmit data via telephone lines to a CDC Cyber 74 
computer system at the University of Minnesota. 

Experimental Procedure. Measurements at different 
locations across the span showed symmetry about the central 
row of holes. Data representative of a large expanse of jets 
could then be taken in region 0 < Z < 20 mm. 

In each experimental run the flow rate is adjusted to give 
the desired Re, and then, after reaching steady state, the 

adiabatic wall temperature (essentially the recovery tem
perature, q„. =0) is recorded at Z = 0. The jet-orifice plate is 
then moved so that the centerline of the tunnel floor and the 
large number of thermocouples along it are at Z= 5 mm, and 
after steady state is reached, the next set of data is recorded. 
The above procedure is repeated until Z = 20 mm. 

After all adiabatic wall temperature measurements are 
taken for a given set of test conditions, the jet-orifice plate is 
moved back to Z = 0 and the current through the heating foils 
is started. Then a procedure similar to that for the adiabatic 
wall measurement is followed at the same Rey. In addition, 
the voltage drop across the heating foils and current are 
recorded at each spanwise location. This provides heat flux to 
each heating foil. This heat flux is corrected for lateral 
conduction in the X- and Z-directions due to the temperature 
gradient along the wall, conduction to the back of the heating 
wall, and radiation. 

Results and Discussion 

The local heat transfer is defined by 

h = 
Qw 

(1) 
(T -T ) 
\ * w L aw i 

where q„ is the heat flux corrected for conduction to the back 
of the test surface, lateral conduction, and radiation. Use of 
(T„ - Taw) as the driving force for heat flux in the definition 

N o m e n c l a t u r e 

D 
h 

k = 

m. = 

Nu 

Nu„ 

jet diameter 
local heat transfer coef
ficient, h = q„/{T„ - Taw) 
heat transfer coefficient 
averaged over area shown in 
Fig. 2 
thermal conductivity of air 
evaluated at (Tw + Tj)/2 
mass flow rate of an in
dividual jet 
local Nusselt number, 
Nu = hD/k 
maximum local Nusselt 
number at a given Y/D and 
a given jet Reynolds 
number 

Nu = Nusselt number averaged 
across the span (Z-
direction) 

Nu = area-averaged Nusselt 
number, (hD/k) 

qw = heat flux at wall determined 
from electrical energy input 
per unit area of heated 
surface modified for 
conduction and radiation 
effects 

Rey = jet Reynolds number, 
Rej = (piijD/n) 

S = jet center-to-center spacing 
Tj = jet static temperature 

77 

X,Z 

Y 

= jet total temperature 
= local adiabatic wall tem

perature 
= local wall temperature 
= average jet-exit velocity, (4 

mj/p-wD2) 
= coordinate system, see Fig. 

2 
= jet-orifice-plate -to- im

pingement-plate spacing 

Greek Symbols 

viscosity of jet evaluated at 

density of jet evaluated at 
T, 
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Fig. 2 Test section and coordinate system 

O 
o 

I 

0.4 

0.2 

0.0 

-0.2 
0.2 

0.0 

-0.2 

- D 4 

' S/D=8 

- c $ £ ^ 

" S/D=8 

[ 9 <f*i 
t K 

t 1 , 

Y/D = 4 

o . 9 

J}®^\ 

Y/D = 2 

^ ^ \ l 
W h* 

T it t l 

Re. = 15,000 

5jj)-o-o-o 

Rej=15,000 

rgrO-O-O 
y~r 

1 1 

-10 0 10 20 30 40 50 60 

X/D 
Fig. 3 Adiabatic wall temperature 

of/z is well established [11, 1]. Figure 3 shows the variation of 
Taw for two sample runs. This variation in adiabatic wall 
temperature can be compared to the minimum value of (Tw — 
Ta„) of about 3°C for Re, of 15000 and Y/D = 2 in the 
stagnation region. 

The local Nusselt number, Nu, is defined by 

hD 
Nu = — (2) 

k 

Nu is averaged numerically over five positions across the span 
to give Nu 

— 2 r s / 2 

Nu= — Nu^ .Z jc iZ 
o JO 

(3) 
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Fig. 5 Local Nusselt number for jet-to-jet spacing (SID) of 8 

The heat transfer over the plate from the first row of holes to 
the last row of holes is characterized by Nu which is obtained 
by averaging Nu over the strip shown in Fig. 2. 

Figures 4 and 5 are plots of Nu as a function of X/D for 
S/D = 4 and 8, respectively. Each figure has four graphs with 
each graph corresponding to a specific Y/D. Arrows on the 
abscissa indicate the geometrical location of the rows of jets. 
Each data point is from a single thermocouple along the 
centerline of the test plates. To conserve space, results are 
shown only for Rey = 15,000. 

A common feature of Figs. 4 and 5 is the periodic variation 
of Nu with XID. Plots of Nu as a function of ZID at XID 
corresponding to the first row of holes and the last row of 
holes (Fig. 6), also show a periodic variation of Nu with ZID. 
The highest values of Nu are found in the vicinity of the 
impingement zones of the rows of jets. Relatively high heat 
transfer occurs not only beneath the individual jets but at all 
spanwise locations beneath a row of jets (that is, at different 
values of Z for the X corresponding to a row of jets). 

The value of Z/S corresponding to hole locations are 0 and 
1/2 for alternate rows. At these Z, primary maxima occur at 
X locations corresponding to the stagnation regions of the 
rows with holes centered on these Z (i.e., every other row) and 
lower secondary maxima occur at X approximately half-way 
between these primary maxima. At Z/S of 1/4, moderate and 
approximately equal maxima occur at X corresponding to the 
stagnation flow from each row of holes. The maxima at ZlS 
= 1/4 are strongest at the smallest jet-orifice-plate-to-
impingement-plate spacing, Y/D = 2, and they decrease as 

Y/D increases. This can be attributed to the high radial 
velocity of jets in the deflected region as the spacing Y/D is 
decreased. Occurence of high Nu between jets at small Y/D 
was also observed in a study of impingement of a single row 
of jets [12]. 

The graphs of Fig. 4 show that although the largest value of 
Numax occurs when Y/D == 4 (Fig. 4(c)), there is little 
variation for the first four rows of holes until Y/D — 5 (Fig. 
4(c)). For impingement of a single jet, the maximum transfer 
coefficient was found in different investigations to be at 
6< J7Z?<7[ l l ] ,a t Y/D = 6 [13], and at Y/D = 8 [14]. For a 
row of jets, the maximum Nu occurs at 4< Y/D<6 [12]. In a 
study of impingement of a single jet in the presence of 
crossflow [2], the maximum heat transfer coefficient occurred 
at Y/D<3 for low values of the ratio of jet velocity to 
crossflow velocity. 

The maximum Numax occurs at closer spacing, Y, with an 
array of jets than it does with a single jet. This difference in 
spacing at which the maximum Nu occurs can be understood 
by considering the influence of a crossflow on the turbulence 
in a jet. For a single jet, the arrival velocity is relatively 
unaltered within the so-called potential core but decreases at 
large spacing as a result of entrainment. The jet centerline 
turbulence intensity, low at small Y/D [15, 16], increases with 
Y/D. These two factors (lower arrival velocity and higher 
turbulence intensity) lead to maximum in Nu at some in
termediate spacing. With multiple jet impingement, the jet 
centerline turbulence intensity at small Y/D is increased by 
mixing with the spent flow from neighboring jets, as also 
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Fig. 6 Local Nusselt number across the span 

occurs with a single jet in a crossflow. Then the Y value at 
which Numax is largest would be smaller than occurs with a 
single isolated jet. 

The impingement positions (region of maximum Nu) for 
the rows of jets move further downstream as the average 
crossflow velocity increases. This is most evident for the 
fourth and fifth rows of jets. Comparing results at Re, = 
15,000 for S/D = 4 and Y/D = 2 and 5 (Fig. 4(a), 4(d)), 
Numax for the fifth row are moved downstream of the actual 
jet location by about 2.2 and 1.5 jet diameters, respectively. 
The higher average cross-velocity at small Y/D more than 
compensates for the closer spacing. 

Inspection of Fig. 5 shows that the general trends of the 
data for S/D = 8 are similar to those for S/D = 4. Since the 
jet-to-jet spacing in this case is double (diameter is half) and 
the mass flow in a jet for the same Rey is half that when S/D 
= 4, the heat transfer across the span between the jets is lower 
and the relative maxima of Nu between alternate rows of jets 
are lowered. For this particular spacing, the maximum 
Nusselt numbers for each of the different rows decrease with 
increasing Y/D. For this jet-orifice plate, the variations in 
peak Nu for different rows is not as great as for S/D = 4. 
This is attributed to the lower crossflow for S/D = 8. Also 
due to lower crossflow for S/D = 8, the maximum Nu are 
moved less in the streamwise direction. This is clear from Fig. 
(6) where Nu corresponding to the geometrical center of the 
last row of holes are closer to maximum Nu for S/D = 8 than 
S/D = 4. 

Average Heat Transfer Coefficient. Figures 7 and 8 
present heat transfer coefficients averaged across the span, 
Nu, at two different spacings, Y/D = 2 and 5, and at Re, = 
5000, 10,000, and 15,000. Maximum Nu occur_in the stag
nation region for each row of jets. The peakNu are moved 
further downstream as crossflow from the upstream jet air 
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Fig. 7 Spanwise average Nusselt number for SID = 4 

Table 1 

Y/D 

2 
3 
4 
5 

0.0918 
0.0966 
0.10 
0.0954 

0.6262 
0.6610 
0.6991 
0.7 

30 

30 

increases. This is most clear for the jet-orifice plate of S/D = 
4 at Y/D = 2 (Fig. 1(a)), where the average crossflow velocity 
is the highest. Ov_er_ the present range of conditions, the 
maximum value of Nu is almost independent of Y/D until 
Y/D = 4, after which it decreases with increased spacing. 

Empirical correlation of the heat transfer coefficient 
averaged over the plate area, Nu, is presented in the form of 

Nu = oRef (S/D)-" (4) 

The exponent, m, was found from the best fit of the ex
perimental data to be equal to 0.78, and the value of a and n 
are given in Table 1. Figure 9 shows this correlation in graphic 
form. 

Although Nu is higher for a more dense array of jets 
(smaller S/D) at a given Rey, a greater mass flow is present as 
compared to a less dense array. It is helpful to compare the 
heat transfer rates at the same mass flow of coolant per unit 
area of impingement surface, at least within the range of the 
present test. 

Assuming a, m, and n are constant over the range of 
conditions of interest, equation (4) can be rewritten as 
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Note that for a given mass flow rate per jet, rhj, the heat 
transfer coefficient increases with decreasing S (less area to 
heat or cool) and with decreasing D (higher jet velocity and 
Re,). 

For a fixed mass flow per unit area of heat transfer surface, 
equivalent to a fixed value of (2/W//V3S2), consider 

h -{ '(?) (2™j I V " ] 
VV3S2 u / J 

S2" 
(7) 

- V3S2 ii / ) D 

With the values of m and n determined for the range of 
variables in the present study, the average heat transfer can be 
seen to increase with increasing jet-to-jet spacing (as S2'"~"). 

Note that for constant flow rate per jet or per unit area of 
heat transfer plate, 

/ i aD- ' l + ' " - " ' (8) 

For the values of m and n obtained in the present test, this 
average heat transfer coefficient is approximately inversely 
proportional to D. 

The average heat transfer coefficients measured in the 
present study are compared in Fig. 10(a) and 10(6) to values 
presented in [6]. The agreement between the two sets of data is 
quite good. 
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Concluding Remarks 

The distribution of local Nusselt number is characterized by 
periodic variations in the streamwise direction as well as 
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across the span with peak values occurring under the jets and 
relative maxima of Nu between alternate rows of a staggered 
array of jets. The stagnation region as indicated by the 
relative maxima in Nusselt number are moved further in the 
streamwise direction as the average crossflow velocity, due to 
upstream jet air, increases. 

The area-averaged Nusselt number has a weak dependence 
on jet-to-impingement plate spacing up to a value of four and 
then decreases at higher spacing. At a given jet Reynolds 
numbers, larger jet-to-jet spacing produces smaller area 
average Nusselt number since a larger heated area is cooled by 
the impinging jets. The area-averaged Nusselt number at a 
fixed mass flow of coolant per unit area transfer surface 
increases with an increase in jet-to-jet spacing. At constant 
jet-to-jet spacing and mass flow rate, the area averaged heat 
transfer coefficient is approximately inversely proportional to 
the jet diameter within the range of the present tests. 
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A Theoretical Investigation of an 
Overhung Flexible Rotor Mounted 
on Unoentralized Squeeze-Film 
Damper Bearings and Flexible 
Supports 
Previous investigations have shown that the unoentralized type of squeeze-film 
damper is an effective means of reducing the transmission of unbalance forces into 
the supporting structure. In this theoretical study a more complex model, which 
includes an overhung "fan" disk and and a noncentral "turbine" disk has been 
employed. This model represents the conventional gas turbine somewhat closer than 
does the previously studied single disk system. This investigation has shown that it is 
possible to minimize the force transmitted into the surrounding structure by a 
careful selection of squeeze-film damper characteristics, although it may be found 
that some larger amplitudes of motion accompany the minimized transmissibility. 

Introduction 

Almost all of the work previously carried out on squeeze-
film dampers has been limited to the case where the steady-
state motion of the rotor center can be assumed to be a cir
cular synchronous orbit around the bearing geometric center; 
for example, [1-3]. Concentration upon this particular model 
arose perhaps from the very simple modification to Reynold's 
equation for the case of a nonrotating journal. It was perhaps 
this trend which led some gas-turbine manufacturers to mount 
their squeeze-film dampers in parallel with a preloaded 
spring, usually in the form of a squirrel-cage, which located 
the rotor in the center of the clearance circle. Excursions of 
the rotor due to unbalance (say) would therefore always result 
in a circular motion around the clearance circle center. 
However, some manufacturers (in particular, Rolls-Royce 
Ltd.) decided to fit squeeze-film dampers without a cen
tralizing spring. The reasons given were that they were 
cheaper and that they took up less space. By the same token, 
however, the analytical treatment of the system where the 
rotor center falls to the bottom of the clearance circle until 
unbalance lifts it off, and so brings it into action, is obviously 
much more complex than for the circular synchronous orbit. 

Although experience indicates that squeeze-film dampers 
can produce smoother running engines, even under conditions 
far removed from critical speeds, it is surely at, or near, an 
engine critical speed that the full potential of the device will be 
realized. However, only a few previous researchers [4-6] have 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 15, 1981. Paper No. 82-GT-218. 

investigated the performance of the squeeze-film damper in 
conjunction with a flexible shaft system. In the same way, 
many previous reseachers have limited their investigations to 
rigid single-mass systems with emphasis on the resulting oil-
film properties. Much of this work was for operating 
parameters which were inappropriate to industrial ap
plications and some of it for conditions where the forces 
transmitted into the surrounding structure were not reduced 
but instead were amplified. 

For the reasons outlined above, an investigation into the 
effectiveness of squeeze-film damper bearings was begun at 
Cranfield. Because it is the form used by U.K. industry, only 
the uncentralized type of device was considered. Initially, 
investigations were carried out into the effectiveness of 
squeeze-film damper bearings in conjunction with rigid rotors 
[7]. However, since most modern gas-turbines are patently 
not rigid systems, the research programme was quickly ex
tended to cover the flexible shaft/rotor system. Some of the 
results arising from these experimental and analytical in
vestigations are given in [8-11]. These results show that the 
uncentralized squeeze-film damper bearing is a truly effective 
means of reducing the vibratory forces transmit
ted into the supporting structure. Similarly it was shown that 
the effectiveness of the device is a function of the various 
characteristics, such as clearance, land-width, fluid viscosity, 
etc., and that these properties can be chosen in combination 
so as to give high (if not optimum) performance. 

The flexible shaft/rotor system employed for both the 
theoretical and experimental investigations reported in (8-11) 
was a simple two-bearing device with a single rotor positioned 
midway between the bearings. It is the purpose of this report 
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to describe a theoretical investigation of a shaft/rotor system 
which approaches somewhat closer to the conventional gas-
turbine. This model includes an overhung rotor (fan disk) and 
a second rotor (turbine), positioned noncentrally between two 
squeeze-film damper bearings. Both bearings are attached to 
earth by means of springs intended to represent the stiffness 
of the supporting gas-turbine structure. 

In [8-11] the vibration inhibiting properties of the squeeze-
film dampers were expressed in terms of nondimensional 
groupings such as the bearing parameter, B, unbalance ratio, 
U, and speed ratio, Q, etc. This technique is particularly 
useful if the overall performance of the squeeze-film damper 
is to be optimized and will be employed again with the present 
more complex model. 

An experimental investigation is being carried out in 
parallel with the present analytical study. Naturally, the nine-
mass theoretical model described in this paper is intended as a 
close approximation to the experimental rotor. It is intended 
that the experimental results will be presented in a future 
publication. 

Theory 

In practice, any real rotor system can be considered to be 
made up of an infinite number of constitutive parts, and 
hence to have an infinite number of degrees of freedom. 
However, since it is impractical to carry out an investigation 
of a system made up of an infinite, or even a large number, of 
component parts, it is necessary to simplify the proposed 
system to the point where it can be adequately modeled 
mathematically, whilst at the same time maintaining a suf
ficient degree of accuracy. 

Figure 1 is a mathematical model of the test-rig which has 
been built in order that an experimental investigation can be 
carried out in parallel with this theoretical study. For the 
purpose of comparison with the experimental results, the 
asymmetric rotor system has been simplified into a lumped-
mass model having nine concentrated mass stations connected 
by a massless elastic shaft. The mathematical model 
illustrated in Fig. 1 can be seen to represent a two-disk system 
supported by two squeeze-film damper bearings. Rotor mass 
ffij represents an overhung fan, and rotor mass m4 represents 
a turbine (noncentral). Masses m2, m3, and m5 are lumped 
shaft masses, whilst masses m6 and m7 are partly made up of 

bearing journal masses and partly lumped shaft masses. 
Masses ms and m9 represent the squeeze-film damper housing 
masses. 

These latter masses are earthed through springs which 
represent the stiffness of the machine supporting structure. 

For the purposes of this theoretical study, it has been 
assumed that only relatively small amplitudes of vibration 
will occur, that rotor motion in the axial direction can be 
assumed to be negligible, and that only the two disks, mx and 
/774, will have an associated gyroscopic effect. In the 
analytical treatment of the dynamic equations produced for 
the above theoretical model, it has also been possible to in
clude the effect of journal misalignment on the oil-film forces 
produced in a standard squeeze-film damper bearing [12]. 

For the shaft-supported masses mx to m5 the equations of 
motion can be expressed in the following form. 
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A = 
B6J = 

B = 
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C61 = 

Q ; = 

Cm = 

Cm = 

Px,Fy = 
F = 

Fr Fv = 

amplitude of displacements at supports 
(m) 
nondimensional mass matrix 
bearing parameter (dimensionless), 
lnRLl/m6ojccl} or {/i/JZ-|//w7wcc?) 
inverse of matrix A 
radial clearance of squeeze-film damper 
(m) 
ratio of damper clearances ( CT/C6 \ 
rotor station transverse damping 
coefficient (kg/s) 
dimensionless damping ( = Cdi/m6oic} 
rotor station angular damping coefficient 
(kg«m2/s) 
dimensionless angular damping 
{ = Cei/m6cl<ac) 
unbalance eccentricity (m) 
oil-film forces in x- andj'-directions (N) 
resultant oil-film force (N) 
dimensionless oil-film forces, 
Px,y/m6c6oic

2 

Iti = rotor station transverse moment of 
inertia (kg»m2) 

I,i = dimensionless transverse moment of 
inertia, Iti/m6cl 

Ipj = rotor station polar moment of inertia 
(kg»m2) 

IPi = dimensionless polar moment of inertia, 

Ksi = rotor station transverse stiffness (N/m) 
Ksi = dimensionless transverse stiffness 

Ksi/m6i4 
K,j = rotor station torsional stiffness (Nm) 
Kti = dimensionless torsional stiffness 

Kti/m6cW 
/, = axial distance to bearing number 6 (m) 
/,• = dimensionless distance to bearing 6 

V,-UVc6 
l16 = span parameter, (/7 - /6)/c6 

ntj = rotor station mass (kg) 
M, = dimensionless mass mjm^ 

P = force acting on disk (N) 
R = journal radius (m) 
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Similarly the equations of motion for the bearing-related 
masses, m6 to m9, can be expressed as follows 
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TRS, 77?9 = transmissibility at supports 8 and 9 
Uj,Vj = relative deflection (m) 
w,,y, = dimensionless relative deflections, «,/c6 

and f,7c6 

U, = dimensionless unbalance e„,/c6 

W = dimensionless gravity parameter g/c6 a)2 

*i <y> <z, = body-fixed coordinate system 
x'i,yl,Zi = body-rotated coordinate system 

Xj, Yj = dimensionless deflection parameter, 
Xj/c6 and^, /c6 

a,y = influence coefficient, deflection at 
station / per unit force applied at station j 
(m/N) 

ay = dimensionless influence coefficient, 

ajjm6o>l 
ft = influence coefficient, deflection at 

station / per unit moment applied at 
station j (m/Nm) 

ft, = dimensionless influence coefficient, 
ftyw6c6co? 

4>ij = influence coefficient, slope at station / 1,2, 
per unit force applied at stationy'(rad/N) 
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Tu 
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The generalized force terms for / = 1 and 4 are defined as 
follows 

P*i = ~ KsiXj - Cdi QX;+M; Ui Q
2 cos(co/ + </>ol) 

P*yi = - Ksi Y, - Cdi Q Y;+Mi (7, Q2 sin(u/ + 4>oi )-Wt 

M*i = - lpi u
2 exi+K„ ey, + cei 00;, 

M;, = - ifl&Vyi-R.fa - ceinex, 

And for / = 2, 3, and 5 the generalized force terms are given 
as 

P*i ~ ~ KsiXj — CdiUXI 

P*i = — Ksi Y: — Cdi 0 Y'j -W, 

M*i~K,idyi 

M*i= —K,fixi 

The determination of the fluid-film forces. Fx6, Fy6, Fxl, 
and Fyl, occurring at the flexible supports 8 and 9, respec
tively, is obviously of paramount importance for any in
vestigation of the performance of a dynamic system which 
incorporates squeeze-film damper bearings. If information 
were available on the equivalent stiffness and damping 
coefficients of the squeeze-film (say in the form of the usual 
eight oil film force coefficients) it would be possible to derive 
these forces directly. Unfortunately, at the present time these 
coefficients are not known. However, it is possible to 
determine the forces from some general oil-film model (say r-
film) in the manner employed in [8]. In this paper it is not 
intended to attempt to determine the most approximate film-
model available, nor yet to create a new model. The results 
shown are all based upon the 7r-film model, although others 
are available within the computer programme produced for 
the present investigation. Also available is an analytical 
treatment [12] which allows for the effect of the misalignment 
of the rotor within the squeeze-film clearance. 

In order to determine the effectiveness of the squeeze-film 
damper bearing in the context of the nine-mass rotor model, it 
is obviously desirable to define the transmissibility (that is, 
ratio of transmitted force to exciting force) at the two flexible 
supports. This is done in the following manner: 

Transmissibility at support 8 = TRS -

Transmissibility at support 9 = TR9 = 
Ks9A9 

Where As, A9 are the maximum displacements at supports 8 
and 9. 

As = Vxi +yl I max A9 = -4x\ +y\ I max 

and Ns, N9 are the support reaction forces for the nine-mass 
system without squeeze-film dampers at points 8 and 9, 
respectively. For the present case the stiffnesses of the two 
flexible supports KsS and Ks9 are both given the value 3.81 x 
107 N/m, while the bearing masses, m6 and m-,, are both 
assumed to be 7.35 kg. These values for the spring stiffnesses 
and bearing masses are chosen as typical of those which will 
be employed in the experimental rig which will be tested in a 
parallel investigation to the analytical study reported here. By 
the same token, the critical speed chosen for the present in
vestigation is 6113 r.p.m. which is the first critical speed for 
the same rig. 

ITI 
IPI 

Ofc 
A ^ ^ M, £ 

Fig. 1 Analytical model of overhung flexible rotor 

10' 10'' 106 10° 
STIFFNESS OF FLEXIBLE SUPPORT ( N / m ) 

Fig. 2 Variation of critical speed with support stiffness 

Analysis 

The equations of motion for the nine-mass overhung 
rotor/shaft system have been reduced to a set of first-order 
differential equations (1-10) which can be numerically in
tegrated. Any suitable integration technique could be used for 
the solution of the above set of equations but for the present 
investigation the modified Euler method and the fourth-order 
Runge-Kutta method were employed. 

If the initial displacements and velocities are specified at 
starting time, t0, for all points within the system, it is clearly 
possible to obtain the acceleration rates at these points and 
subsequently to calculate the displacements and velocities at 
timer0 + At. 

The component oil film forces, Fx and Fy, produced within 
the squeeze-film dampers supporting the rotor/shaft system 
under consideration, are written into the main computer 
program in a generalized form. In this way it is possible to 
choose any appropriate fluid-film model (e.g., rt-film) for 
inclusion in the analysis. Five fluid-film models are available 
in an associated subroutine to the main program, and are 
described more fully in [13]. The fifth of the five fluid-film 
models, referred to above, is automatically selected if the 
slope of the shaft at the bearing is greater than 0.5 x 10"3 . In 
this way it is possible to make allowance for the effect of 
misalignment of the shaft center-line relative to the bearing. 
The analytical approach employed in evaluating the effect of 
misalignment is described in [12]. 

In this type of investigation only steady-state conditions are 
considered, thus if some starting value of the displacement 
and velocity of the rotor centroid is chosen, the numerical 
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Fig. 3 Variation of amplitude ratios and transmissibilities with 
bearing parameter 

solution is time-marched through the transient condition until 
a steady-state orbit is achieved. Naturally, the transient path 
followed by the bearing centroid depends upon the initial 
conditions chosen but the final steady-state orbit is unique 
and independent of initial conditions. The choice of time 
interval, or time-step, in the time-marching process is of great 
significance. For example, if the chosen time-step is too small 
then the computer costs will be excessive, similarly if the time-
step is too large then the travel of the bearing centroid during 
one time interval will attempt to carry the orbit outside the 
normal squeeze-film damper clearance. Since this condition is 
clearly impossible the main program employed here brings the 
computation to a halt. In general, it has been found that 
smaller time-steps are required for the analysis of an asym
metric system with multi-mass points, and including 
gyroscopic effects, than were required for the analysis of a 
symmetric single-mass system [8-11]. The smallest time-step 

used for the present investigation was 0.0087266 radians, 
equivalent to 720 points for each cycle. This value for the 
time-step gave excellent results in a reasonable time. 

In the fuller version of this report [13], results for a wide 
range of system nondimensional parameters are given. 
However, in this paper only the following parametric values 
have been used. 

Bearing parameter, B 

Gravity parameter, W 
Unbalance parameter, U 
Phase angle, 4>oi 

Support stiffness, Ks 

Mass parameter, M, 

rigid bearing, 
3.8023,0.5649,0.10 
0.1496 
0.2 
Zero 
12 .66(^ = 3.81 
x 107 N/m) 
M, = 1.1, 
M4 = 1.33, 
M, 8,9 2.93 
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Fig. 4 Variation of transmissibilities at supports 8 and 9 and the 
bearing orbit at bearing 6 with gravity parameter, W 

Transverse damping 
ratio, Cd = 0.01 

Angular damping 
ratio, Cg = 70.00 

Speed ratio fi 
from 0.5 to 3.0 

Also for initial conditions within the rotor/shaft system, all 
initial velocities are assumed to be zero and all initial 
displacements are those produced by the dead-weights of the 
rotor. 

Results 

In the analytical study reported here, the dynamic response 
of the nine-mass model shown in Fig. 1 was determined for 
the range of parameters quoted earlier. However, for reasons 
of space, only a few of the results obtained can be included in 
this paper, and since the bearing parameter B has previously 
been shown to have the strongest influence on the ef
fectiveness of the squeeze-film damper, it is the effect of 
varying this parameter which is used as an illustrative result. 

Since they form a basis of comparison for the squeeze-film 
damper results, the critical speeds of the nine-mass model 
without squeeze-film dampers were determined first. These 
values, which were calculated by means of the technique 
described in [14], were obtained for a range of support 
stiffnesses and are shown in Fig. 2. The specific values of the 
critical speeds for the case where the squeeze-film dampers 
were not in operation and where the support stiffnesses were 
infinite, i.e., for the case of rigid bearings and rigid supports, 
the first and second critical speeds are found to be 6113 and 
12221 r.p.m., respectively. 

The amplitude ratios at the two disks, the two bearings, and 
the two supports plus the transmissibilities at the two supports 
have been determined for a number of system parameters. 
Figure 3 is one such set of results for the specific conditions of 
unbalance ratio U = 0.2, spring stiffness Ks = 3.81 X 107 

N/m, transverse damping coefficient Cd = 0.01, and angular 
damping coefficient C„ = 70.0. Similarly, for this particular 
set of results the gravity parameter W = 0.1496 and the 
overhung and inboard masses 8.04 kg and 9.78 kg, respec
tively. The distance between the bearings, l16 was 0.54m; with 
this basic specification of the dynamic system a number of 
different values of the bearing parameter B were introduced 
into the squeeze-film damper subroutine and the resulting 
amplitude ratios and transmissibilities were determined. Only 
the results for B = 3.8023, 0.5649, 0.1, and the rigid bearing 
condition, are reported in this paper. 

The variation of the amplitude ratio and transmissibility 
with gravity parameter, Wh stiffness parameter, Ksh un
balance parameter, Uu and mass parameter, M,, (w,/w6) 
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Fig. 5 Variation of transmissibilities at supports 8 and 9 with support 
stiffness, K s / , for two values of the bearing parameter, B 

were also investigated and are reported fully in [13]. These 
results will not be reported in detail here, but Figs. 4 and 5 
illustrate typical results. For example, Fig. 4 indicates the 
variation of the transmissibilities at supports 8 and 9 with the 
gravity parameter, W. Figure 4 also contains a typical 
variation of a bearing centroid orbit (in this instance bearing 
6), with the gravity parameter. Similarly, Fig. 5 shows the 
variation of the transmissibilites at supports 8 and 9 with 
stiffness parmeter, Ks, for two discrete values of the bearing 
parameter, B (2.68 and 0.10). Other results are contained in 
[13] but, in brief, the following trends were observed: 

(a) Increase in the gravity parameter, W, leads to increased 

366/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transmissibility. For large W (say 0.5) the orbit shape is 
irregular (it has a tail), and nonsynchronous behaviour can 
result at high speed. 

(b) Variation of the amplitude ratio and transmissibility 
with support stiffness ratio, Ks (the values 3.542, 5.676, and 
12.66 were used) was significantly greater when B was large 
(say 2.68) than when it was small (say 0.1). Interestingly, the 
influence of the support stiffness on the critical speed of the 
nine-mass system followed the same trend. This latter result 
would appear to show that the engine casing stiffness will 
have least influence on the critical speed when the squeeze-
film damper is operating most effectively in reducing the 
transmissibility. 

(c) As would probably be expected, an increase in the 
unbalance parameter, U, leads to increased transmissibility at 
both supports, but the variation is nonlinear. For very small 
values of U, that is, for a well balanced machine, a non-
synchronous instability arises. However, the associated orbit 
is so small that the unstable condition would probably not 
prove to be serious. 

(d) A decrease in the bearing mass, m6 (usually = 7.35 kg), 
increases the size of orbit at the disks and the bearings, 
although the size of the orbit at the supports will be reduced in 
some speed regions. Similarly, a reduction in the bearing mass 
will result in increased transmissibilities, TRi and TR9, at any 
speed. A decrease in_ the bearing mass produces relatively 
larger disk masses (M] = mx/mb and M4 = m4/m6) and 
hence relatively larger moments of inertia which in turn tend 
to increase the gyroscopic effect. Thus, the (nondimensional) 
transmissibility will also increase. 

Discussion 

A comparison of Fig. 2 with Fig. 3 shows that the speed 
ratios at which the critical speeds occur in Fig. 3 do coincide 
with the critical speeds' predicted from Fig. 2, for the case of 
support stiffness Ks = 3.81 x 107 N/m. It is interesting to 
note that the amplitude ratio for the first critical speed is 
much smaller than those for the second and third critical 
speeds. 

The general impression of the diagrams, which go to make 
up Fig. 3, is that the amplitude ratios and transmissibilties can 
be reduced by the inclusion of uncentralized squeeze-film 
dampers in the system. In order to appreciate the full effect of 
varying the bearing parameter, it is necessary to inspect all of 
the diagrams which are shown in Fig. 3. 

It would obviously be undesirable to adopt a set of 
parameters which, while reducing the transmissibility, gave 
rise to some unrealistically large amplitude of (say) a disk. 
However, since the object of including squeeze-film dampers 
in our machines is to reduce the transmission of force to the 
surrounding structure, it is the transmissibility graphs given in 
Figs. 3(g) and 3(h) which should be discussed first. 

From Figs. 3(g) and 3(h) it is possible to see that 
transmissibility decreases with reducing values of the bearing 
parameter. High values of B (say 3.8023) can be seen to lead 
to transmissibilities close to those encountered with rigid 
bearings, whilst values of B around 0.1 lead to a considerable 
reduction in the transmissibility. Not shown in Figs. 3(g) and 
3(h) are the responses for B = 0.01 or .8 = 0.001. Values of B 
as low as this led to instability over part of the speed range. 
This phenomenon was also reported by Kossa in reference [8]. 

Figures 3(a) and 3(b), which show the amplitude ratios for 
the two disks over a range of frequency ratios, show some 
interesting trends. For the inboard disk (No. 4), the effect of 
reducing the bearing parameter, B, is to reduce the amplitude 
ratio everywhere except for the low-speed range (say fi < 1.2). 
In this low-speed range the amplitude ratio increases with 
decreasing B and in so doing, appears to remove evidence 

of the presence of the first critical speed. For the overhung 
disk (No. 1) the results are very similar. 

From Figs. 3(c) and 3(d) it can be seen that the movement of 
the squeeze-film damper journal increases with reducing 
bearing parameter. Hence, in the region where the squeeze-
film damper bearing is most effective the journal movement is 
at its greatest. 

From Fig. 4, it is apparent that an increase in the gravity 
parameter, W, leads to an increase in the transmissibility. 
Figure 5 shows that the variation in transmissibiility with 
support stiffness, Ks, is much greater when the bearing 
parameter is large (2.68) than when it is small (0.1). This 
would appear to indicate that the influence of the support 
stiffness is least when the squeeze-film damper is operating 
most effectively. 

Conclusions 

From the analytical study described above it would appear 
that noncentralized squeeze-film damper bearings can be very 
effective in reducing the transmission of unbalance forces into 
the structure surrounding a two-disk nine-mass simulation of 
a gas-turbine rotor. 

Over part of the operating speed range reduced trans
missibility could be accompanied by increased disk orbit. 
Hence, care may be required in choosing bearing parameters 
so as to optimize their performance from all aspects. 

In general it would appear that the optimum value of the 
bearing parameter, B, is about 0.1. Much larger values of B 
lead to conditions similar to those which arise when the 
bearings are rigidly held, while smaller values of B appear to 
lead to instability. From similar considerations it has been 
found desirable to keep the gravity parameter, W, reasonably 
small (about 0.05). 

The influence of the support stiffness, Ks, on the vibration 
response of the nine-pass rotor system was found to be quite 
significant. It would appear that the bearing parameters and 
support stiffnesses should be considered in combination if the 
optimum performance of a squeeze-film damper bearing is to 
be achieved. 
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A Design Calculation Procedure for 
Shock-Free or Strong Passage 
Shock Turbomachinery Cascades 
A previously described, inviscid design technique has been substantially improved 
to allow the generation of either shock-free, weak-shock or low total pressure loss 
supersonic rotor cascade designs. Improvements have been introduced in inflow-
outflow boundary conditions, imposition of geometric constraints and in shock 
pressure rise specifications. Calculation examples are presented for precompression 
type rotor designs. 

Introduction 

Design of transonic airfoil shapes, either isolated airfoils or 
airfoils in cascade, which possess specific aerodynamic 
characteristics, is now an extremely active research area. 
Many current analyses concentrate on producing shock-free 
airfoil designs for subsonic freestream conditions (see [1, 2,] 
for example). Other workers recognize that shock-free designs 
may not necessarily represent optimum airfoil shapes and 
have concentrated on full potential flow solutions, with 
isentropic shock waves (see [3-5]). A concise discussion of the 
role of constraints in such schemes is available in [6]. These 
results may now be applied to turbomachinery stator row and 
turbine design and should be quite successful. 

For the rotor design problem, it is expected that optimum 
designs will involve both normal and oblique shock waves at 
high Mach number, 1.5 to 2.0, and a potential flow analysis 
appears inadequate. Design schemes for supersonic rotor 
cascades are considered in this report and in an earlier paper 
[7], using Euler equation flow simulations. This earlier paper 
demonstrated that an inverse or design calculation scheme 
was possible for general inviscid flow, and this paper explores 
the use of such inverse schemes to design supersonic inflow 
cascades. The scheme investigated uses an input target blade 
pressure distribution and attempts to determine a profile 
shape through a sequence of direct calculations on known 
trial geometries. Due to the fact that quite a number of 
geometric constraints, as well as the pressure distribution, 
must be satisfied, the final calculated blade pressure may 
match the target pressure only in a least-squares sense. The 
geometric construction technique proceeds by first assuming a 
trial geometry and coordinate system. Flow equations are 
then numerically integrated using MacCormack's time-
marching method for a small number of time steps. The 
difference between the current blade pressure and the target 
wall pressure is then used to predict a geometry change which 
will move the computed wall pressure toward the target and 
the process is repeated to convergence. During the blade 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 15, 1981. Paper No. 82-GT-220. 

geometry calculations, constraints on the blade geometry, 
such as leading and trailing edge closure or minimum 
thickness, are obeyed. 

Flow Equations 

The flow calculations presented in this paper use the strong 
conservation law form of the Euler equations expressed in a 
form suitable for use with time dependent, body-fitted 
coordinate systems (see [7, 8]). For two-dimensional flow, 
these equations written in vector form for Cartesian coor
dinates are 

(1) d,q + dxF+dyG = Q 

where 

Q = 

pu 

pv 

F= pu 

pu2+P 

pUV 

pv 

puv 

pv2+P 

These equations express conservation mass and momentum. 
In inverse code applications where only steady-state solutions 
are required, the energy equation may be replaced with the 
assumption of isoenergetic flow, or the assumption that the 
stagnation enthalpy (h0) is constant everywhere. This 
assumption provides a simple algebraic relation between the 
pressure, density, and velocity components. 

Following Viviand [8], a coordinate mapping may be 
defined as 

Z = &x,y,t) i) = y(x,y,t) t = t (3) 

where £ and rj are general mapping functions that may depend 
on time. Subject to such a mapping, the flow equations may 
be written as 

d,q + dtF+d„G = 0 (4) 

where 
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q = q/J JF = ((d,^)q + (dJ)F+(dyOG) 

JG = (idlV)g + (dxr,)F+(.dyri)G) 

Here / i s the t ransformation Jacobian 

J=(dxO(dyV)-(dyti)(dxv) (5) 

These equations have a particularly instructive form when 
the contravariant velocities along coordinate lines are in
troduced: 

Normal to the rj coordinate line 

U=d,t + (dA)u + (dyZ)v (6) 

and normal to the £ coordinate line: 

V=d,r, + (dxr,)u + (dyV)v ^ ^ (7) 

With these definitions, the flux vectors, F and G, may be 
rewritten as 

JF= PU 

PuU+(dxOP 

PvU+(dyii)P 

JG-- 'pV 

puV+(dxV)P 

pvV+{dyTJ)P (8) 

Along the body surface, for body-fitted coordinate 
systems, the flow tangency boundary condition is simply 
expressed as K = 0 . The wall pressure is usually found from a 
compatibility condition derived from the momentum 
equation such as 

pUp
2 

d„P = 
R, 

(9) 

where n indicates the direction normal to the surface; Up is 
the velocity parallel to the surface; Rs is the radius of cur
vature of the surface. 

The flow equations in finite difference forms are 
numerically integrated using MacCormack's explicit, time-
marching scheme [9], which may be written in symbolic form 
as 

^ 2 = ( Z . j i . , L , L f ) ^ i t (10) 

Here L{ and Lv are both multiple step operators which in
clude finite difference operations in only one space direction. 
For example, L is defined as 

/vn+l/2 _ 
Qj.k 

where 

c * t t 
Qj,k =£l ,<7/ , / t = Qj,k 

:Lvq'j[k —(L3vL2,1Llrl)q'jj! (11) 

At 

A-q 
(Gh+t-Gfo) 

A * * ?# 1 / t c* &t - * - * \ 

«M =L2vQj,k = y [9jJc + Qjjc - - ^ iGj,k - GM_i)J 

^,V/2=LiJ** = [^M+ (AVM+ -2 )(lyV+i ~<Q 

L^ is defined in a similar fashion. Convergence is checked 
after each sequence of operators in equation (10). 

The damping operators , L 3 { and Z,3l), are required for 
stability of the scheme and involve coefficients, A V, which 
depend on the flow solution. Two forms for this coefficient 
were used in computat ional examples. These forms were 

(AV)j± \ ,k = ci\vj±ik-Ujtk\; (12) 

Ah 

Slope 
i -1 i i + I 

«•# ^ ° x 

40 UJ 
< >» X 

l - l I 
i + l 

Fig. 1(a) Idealized initial geometry error 

i-2 i - I V ^ i + 2 
i i + l 

Fig. 1(b) Idealized Intermediate geometry error 
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or 

A " 
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Fig. 1(c) Idealized final geometry error 

(AV)M 
(P. j + i •Wj+Pj-i) 

\PJ+i+2Pj+Pj- I 
(13) 

where a is a constant which was chosen to be 0.25. 

G e o m e t r y Construct ion 

The wall movement algorithm is expressed in terms of a 
design wall momentum flux and a transient wall momentum 
flux. Since the solid wall boundary condition is that the 
contravariant velocity, V, is zero, the design wall momentum 
flux can be expressed in terms of the known wall pressure and 
the coordinate mapping coefficients which are to be deter
mined. 

Gd = VxP" 

VyP" 

(14) 

jfi 

Since a trial geometry will not produce the design pressure 
distribution, a virtual wall momentum flux vector is formed 
from the predicted wall pressure and a virtual contravariant 
wall velocity. 

Gv = pWV> + Vxp 

pv"Vv+Vyp 

n 

jfi 

(15) 

where 

V-= rixW + 7iyv" 

V represents a fictitious wall velocity needed to provide a 
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balance between the current wall pressure amd the design wall 
pressure. Equations (14) and (15) can be solved for u" and v" 
as 

V = ± 
Vy \Pd-P"\ 

Vl+Vy2 

j" — n " 

Vy 

(16) 

(17) 

Since the wall boundary condition is always V'j0 = 0, a 
correction wall velocity is calculated from 

no=0 = (v<+Vxu
v + r)yV")l0 (18) 

or 

M'j,o=-(V")h (19) 
The correction wall velocity in the ^-direction is proportional 
to ri,, and the signs of u" and v" are chosen so that an excess 
predicted pressure is balanced by a positive wall velocity. This 
virtual flux scheme is used for both supersonic and subsonic 
flow. 

An analysis of the wall movement scheme stability shows 
that the predicted wall velocity must be underrelaxed in order 
to provide overall stability of the algorithm. Consider for 
example the situation shown in Fig. 1(a) where the correct 
wall geometry has been obtained for all but one point, j . The 
calculated wall slope at pointy and its neighbors using central 
differencing is also shown in Fig. 1(a). After the next time 
step, if the flow is supersonic, the new wall pressure will be 
higher than specified at poin ty- 1 and lower than specified at 
pointy + 1. New wall positions will be assigned as in Fig. 1(b). 
After the next time step, the calculated wall pressure will 
become lower than specified, causing the point j to move 
toward its correct position. 

As may be seen, the assumed error at point j induces a 
position error at points y ' - l and y '+l . For the solution 
process to converge these induced errors must be smaller than 
the original position error. Referring to Fig. 1(a) and 
assuming small deflections, the induced error will be 

Ah i = A/oiu 
AP 

~<Ah (20) 

where o is an under relaxation factor. 
Numerical experiments showed that, counter to intuition, 

the relaxation factor itself should be chosen to be propor
tional to (l/c)VAP/p for best convergence rate. Choice of this 
relaxation parameter eliminated small geometry oscillations 
which retarded global convergence. We may now write 
equation (20) as 

1 AP 
AtQ <Ah 

c p 
(21) 

For small deflections, linearized supersonic flow analysis 
gives 

AP _ yM2 yM2 Ah 

~P~ ~ V M 2 - ! ~ V M 2 ^ ! 2AX 
(22) 

Equation (21) becomes 

or 

„ 1 yM2 Ah 
AtQ / <Ah 

c VM2 - 1 2Ax 

„ At 1 M2 

a — c—,_- < i 

(23) 

(24) 
Ax 2 V A ^ - 1 

If we set the CFL number, (At/Ax)(u + c), equal to 1.0, we 
may rewrite this as 

fi<2 
V M 2 - I 

M^M+l) 
(25) 

This analysis shows that the wall update scheme should be 
strongly underrelaxed in order to provide global stability 
when the flow is everywhere supersonic. Q approaches zero 
slowly as Mgoes to one (for example, fi< 0.19 for M= 1.02) 
but this was not a problem in any calculation performer. A 
similar discrete node stability analysis for subsonic flow 
shows that the wail update scheme is also stable for subsonic 
flow. In general, it was found numerically that the best value 
of fi was about 0.2 and that the wall geometry should be 
corrected every 4 integration time steps. In earlier work [7], it 
was reported that an underrelaxation parameter of 0.01 was 
required. 

An initial geometry error will propagate in all directions 
symmetrically and induce an error with a wavelength to AAx, 
see Fig. 1(c). These errors of wavelength AAx were eliminated 
by introducing a wall position smoothing 

yj =yj + o}s(\yJ+l -yj I(yj+, -yj) 

+ \{yj-\-yj\iyj-\-yj)) (26) 
A value of cos equal to 0.2 was found to be sufficient to 
eliminate these errors. However, the correct geometry for 
arbitrary input pressure may not be as smooth as demanded 
by equation (26), and a real position error may be introduced. 
A careful balance must be maintained between smoothing out 
the AAx wavelength errors and producing a geometry which 
does not fit the specified pressure geometry but is as smooth 
as requested. 

Since a blade position error is eliminated by moving 
neighboring wall points, the present inverse scheme is not 
effective at node points next to geometrically constrained 
points such as leading or trailing edge and maximum or 
minimum thickness constraint violation. The wall movement 
at these points, will be constrained by the blade smoothing 
algorithm so that smooth blade shapes will be produced, but 
the specified wall pressure will not necessarily be achieved at 
these points. 

Inflow-Outflow Boundary Formulation 

As might be expected, we found that the overwhelming 
factor determining the number of iterations required for 
convergence of direct or inverse solutions was the physical size 
of the computational domain. When relatively simple, one-
dimensional, inflow-outflow treatments were used, it was 
required to place the computational boundaries two to three 
chord lengths upstream of the cascade and one chord 
downstream in order to insure accuracy in the computed 
solution. Even when these boundaries were placed three chord 
lengths away, a spurious reflected wave was introduced at the 
upstream boundary by the approximate boundary condition. 
When using the locally one dimensional, "nonreflecting" 
boundary treatment described below, the computational 
boundary could usually be moved in to approximately 0.2 
chords upstream of the cascade with an order of magnitude 
reduction in computer time usage. 

When subsonic, inflow boundaries are encountered in Euler 
flow simulations, some flow quantities must be specified as 
boundary conditions and some must be computed as part of 
the flow solution. For consistency as well as accuracy, the 
inflow boundary formulation was manipulated so that the 
entering fluid stagnation pressure and temperature remained 
constant at all times. The fluid velocity and its derivatives 
were determined as part of the boundary formulation. 

If the inflow boundary quantities are assumed to be 
periodic, the Ln operator, equation (11), may always be 
executed without further boundary conditions. Execution of 
the L(. operator, however, requires an inflow boundary 
formulation. The scheme chosen was a locally, one-
dimensional method of characteristics in the x-direction. The 
fluid equations for an x-direction split operator are 
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Axial Direction 
Fig. 2 Assumed locally one-dimensional characteristic wave pattern 
at inflow boundary 

dl(p) + dx(Pu) = 0 (27) 

d,(pu) + dx(pu2+P)=0 (28) 

d,(pv) + dx(puv) = 0 (29) 

If we assume that the boundary is sufficiently far upstream 
that any waves may be considered as isentropic "shocks" or 
compressions, equation (29) may be replaced by the statement 
that the entropy or stagnation pressure is constant in the 
upstream region. Equations (27) and (28) may then be 
rewritten in a characteristic form 

2 
u -\ 7 c = J+ = constant along (30) 

7 - 1 

dx 

~dl = u + c 

7 - ] 
•c = J~ - constant along (31) 

dx 
—— =u-c 
dt 

For the cascade simulations, the value carried by J+ 

characteristic is specified, and the value carried by the 7 _ 1 

characteristic is calculated by interpolation back to the point 
that a T characteristic intersecting the upstream boundary 
would originate (see Fig. 2). 

If the / + characteristic value and an interpolation 
procedure for the J~ characteristic value is specified, 
equations (30) and (31) are two simultaneous equations for 
the axial velocity and the fluid speed of sound. The tangential 
velocity is found from the assumption of known stagnation 
pressure and temperature as 

v 

where cstag is the speed of sound at stagnation conditions. 
It is important to note that specification of the / + 

characteristic value does not directly specify either the mass 

• • • \ ' - ' I • ; " 

Fig. 3 MACH number contour levels for large computational domain 
showing periodic wave structure 

flow rate through the cascade or the average inlet flow angle. 
These quantities are determined through interaction of the 
inflow boundary, the blade entrance region geometry, and the 
exit static pressure of the cascade. The J+ characteristic value 
may be regarded as a free parameter which may be chosen to 
generate an infinite variety of solutions with different mass 
flow rates and/or different inlet flow angles. 

Numerical experiments showed that the fluid static pressure 
in the downstream region became uniform within 3/4 to 1 
chord length behind the blade exit plane. A similar charac
teristic formulation was applied at the exit boundary but with 
the static pressure specified rather than the J+ characteristic 
value. A J+ downstream running characteristic value was 
calculated by interpolation of the interior point solution and 
the tangential velocity calculated from a conservation of 
stagnation pressure condition. 

The efficiency of these inflow-outflow formulations is 
illustrated in Figs. 3 and 4. In Fig. 3, a computation with the 
inflow boundary placed several chords upstream is shown in 
terms of a Mach number contour plot. The upstream running 
bow waves are clearly shown. Accuracy of the upstream 
solution may be checked by looking at the undisturbed waves 
generated on the suction surface entrance region. On such an 
upstream running wave path, the flow angle should always be 
equal to the suction surface flow angle (see Fig. 5). For this 
solution, the upstream flow angle is 67.94 deg and the 
corresponding suction surface angle is 67.98 deg. In Fig. 4, a 
computation with the inflow computational domain truncated 
0.2 chords upstream is shown. The change in the airfoil lift 
from the original domain is 0.02 percent, and the upstream 
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Fig. 4 MACH number contour levels for truncated computational 
domain 

Fig. 6(a) MACH number contour levels for original multiple circular 
arc cascade 
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Fig. 5 Ideal upstream wave structure for a supersonic cascade with 
subsonic axial flow 
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Fig. 6(b) Computed blade surface pressures for original multiple 
circular arc blade 

running wave strength and flow angles are nearly identical. 
The number of iterations to convergence was reduced from 
2000 to 400 and the computation time from 70 to 6.5 min by 
using the truncated domain and the maximum value of the 
steady-state residual 

SSR" = d?A" + dn6" + L3{ |" = L3,4" (33) 
at any node point is approximately 1 x 10 - 5 . Computation 
times are for a Perkin Elmer 3242 minicomputer. 
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Fig. 8 MACH number contour levels for reduced stagnation pressure 
loss blade shape 

Trailing Edge Flow Model 

These calculational examples show a distinct wake region in 
which a considerable but erroneous stagnation pressure loss is 
generated. This wake region is generated by the difference in 
passage shock strength on the pressure and suction surfaces. 
The shock stagnation pressure ratio in the pressure surface is 
0.93, while the suction surface ratio is 0.68. An ideal, sharp 
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Fig. 10 MACH number contour levels for precompression type design 

trailing edge flow pattern should have a slip surface across 
which the velocity varies, but the static pressure is constant. 
This situation requires that the trailing edge Mach number be 
about 0.70 on the pressure surface side and about 0.2 on the 
suction surface side in order that the static pressures at the 
blade trailing edge match. An exact Euler flow simulation 
would propagate such a slip surface unchanged, but this 
inviscid wake tends to be quite unstable. Due to the higher 
stagnation pressure loss on the suction surface and the fact 
that the static pressures are expected to be equal, the velocity 
profile must have a minimum on the suction surface and an 
inflection point in the wake. It is well known [10] that flows 
with such velocity profiles are unstable. 

In our numerical calculations, we generally found that the 
ideal flow situation did not appear, but rather, a closed, 
recirculating flow bubble tended to appear near the suction 
surface. This bubble has a strong influence on the flow 
solution downstream of the blade row but only a minor in
fluence on the flow solution upstream of the passage shock 
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Fig. 11 Computed stagnation pressure loss coefficient for a range of 
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which is the primary objective of the inverse or design 
process. 

The computed solution shown in Fig. 3 was calculated using 
an artificial viscosity coefficient, AVjk, which itself is 
dependent on velocity differences (see equation (12)) and the 
damping terms in the wake region are comparable in 
magnitude to those inside the passage shock. The erroneous 
wake stagnation pressure loss is greatly reduced when an 
artificial viscosity coefficient calculated from static pressure 
differences (see equation (13)) is used, and all remaining 
computational examples were computed using these artificial 
viscosity coefficients. It was not possible to reduce the 
magnitude of these damping terms to zero as this usually led 
to a numerical instability in the wake region. Explicit 
numerical schemes such as MacCormack's method have 
neutral stability points,' in a linear sense, at stagnation points 
as well as sonic points. 

Even though the trailing edge region flow details did not 
significantly influence the flow solution in front of the 
passage shock, the flow solution downstream of the passage 
shock near the suction surface and blade lift were sensitive to 
the artificial viscosity formulation. The major criticism of the 
present results is not the appearance of the recirculating 
region, which appears to be an inevitable result of the inviscid 
flow assumption, but rather the dependence of the blade lift 
on the form of the artificial viscosity terms. Further work, 
including comparisons with fully viscous flow calculations, is 
underway to understand the full implication of the inviscid 
flow model. 

Computational Examples and Discussion 

In order to demonstrate the efficiency of the inverse 
technique, a sample design problem was attempted. An initial 
geometry, multiple circular arc with maximum thickness of 
5.4 percent, was selected, and an initial solution for an inlet 
Mach number of 1.52 was computed. The cascade achieved a 
static pressure ratio of 2.25 with a stagnation pressure loss 
coefficient, AP,/P,, of 0.1555. The stagnation pressure loss 
coefficient for a normal shock at the far upstream Mach 
number would be 0.077. Mach number contours and blade 
static pressure distribution are shown in Figs. 6(a) and 6(b). 

The calculated stagnation pressure loss for this cascade is 
twice as large as the stagnation pressure loss for a normal 
shock at the far upstream Mach number. This high stagnation 
pressure loss originates in the monotonic suction surface 
expansion, from Mach number 1.52 to 2.08, which is 
characteristic of circular arc blading. Attempts to limit this 
expansion require a thicker blade section, and it is difficult to 

design a thicker section which will pass the same mass flow 
rate. Thus the constraints on the design problem attempted 
were to pass the same mass flow rate, to have the same static 
pressure ratio, and to have the same gap to chord ratio. These 
constraints are representative to those encountered in a 
development or preliminary design situation. 

The target pressure distribution selected is shown in Fig. 7. 
On the suction surface, the passage shock was moved forward 
and weakened. On the pressure surface, the bow shock was 
strengthened, and the second shock eliminated. The position 
of the passage shock was not specified precisely. In order to 
maintain the same mass flow rate, the suction surface en
trance region geometry was retained. Figure 7 also shows the 
degree to which the target blade pressure distribution was 
obtained, and Fig. 8 shows the Mach number contours and 
blade shapes obtained. The inlet flow quantities and exit static 
pressure were retained. The Mach number in front of the 
passage shock has been reduced all across the passage with the 
stagnation pressure loss coefficient reduced to 0.085. This 
value is 55 percent of the original value and only 10 percent 
larger than that required by a normal shock at the upstream 
Mach number of 1.52. As might be expected, the maximum 
blade thickness increased to 10.0 from 5.4 percent. 

Figures 7 and 8 are excellent examples of the influence on 
the overall flow solution of the trailing edge flow pattern. The 
slip line originates on the suction surface rather than at the 
trailing edge, and the passage shock near the suction surface is 
strong oblique rather than normal. The stagnation pressure 
loss at the design point is influenced by the shape of the 
recirculating region. The effect of the wake region is greatly 
reduced if the outflow static pressure is raised. The original 
outflow static pressure boundary condition was retained for 
comparison purposes, but the design point of a reduced 
stagnation pressure loss blade should be at a higher exit 
pressure. 

The previous example illustrates that an existing blade 
shape design can be improved but does not illustrate the extent 
to which passage Mach number distributions may be con
trolled. If the requirement that the original blade gap to 
chord ratio be retained is eliminated, a blade design of 
substantially improved performance may be generated. A new 
target pressure is shown in Fig. 9. On the suction surface the 
pressure distribution is built up from the requirements that: 
(a) a weak oblique bow shock exists, (&) the original blade 
entrance region be retained (in order to retain the original 
inflow conditions), (c) the flow precompress to a Mach 
number of 1.3, and (d) the exit pressure be achieved through a 
strong oblique shock. The original pressure surface geometry 
was retained, and the gap to chord chosen such that the 
original inflow conditions could be retained. The design exit 
to inlet static pressure ratio was increased to 2.50 from 2.25. 

The resulting blade shapes and Mach number contour lines 
are shown in Fig. 10. The stagnation pressure loss, AP,/P,, 
has been reduced to 0.10, and the maximum Mach number 
reduced to 1.62. This blade design shows clearly that the 
inverse technique has evolved to the point that it can be used 
to create blade shapes with controlled Mach number 
distributions. 

While it is not surprising that low stagnation pressure loss 
blades can be designed for single operating points, it appears 
that the present design might have good off-design per
formance. The original blade design had an inlet to exit static 
pressure rise of 2.25, but the present design can be pushed to 
3.21 before the bow shock becomes normal at the passage 
entrance. The flow through the original blade breaks down 
completely at a pressure ratio of 2.4. The predicted stagnation 
pressure loss coefficient is plotted in Fig. 11 for several row 
static pressure ratios. The minimum loss of 0.10 occurs at a 
pressure ratio of 2.5 and good performance is maintained for 
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the range from 2.4 to 2.6. For reference, the performance of 
the original blade row is also illustrated in Fig. 11. 

These computational results for a range of off-design 
conditions while encouraging and interesting must be con
sidered as only preliminary since the effects of viscosity are 
neglected in the present analysis. Efforts are presently un
derway to duplicate these calculations with a fully viscous 
analysis and to include viscous effects in the inverse analysis. 
These calculations will also attempt to determine the value of 
the gap to chord ratio which leads to the best off-design 
performance. 
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The Effect of Rotor Blade 
Thickness and Surface Finish on 
the Performance of a Small Axial 
Flow Turbine 
An experimental investigation was conducted to determine the effect of blade 
profile inaccuracies and surface finish on the aerodynamic performance of a 11.15-
cm tip dia turbine. The as-received cast rotor blades had a significantly thicker 
profile than the design intent and a fairly rough surface finish. Stage test results 
showed an increase of one point in efficiency by smoothing the surface finish and 
another three points by thinning the blade profiles to near the design profile. Most 
of the performance gain between the as-cast thick and the thinned rotor blades, 
both with the same surface finish, was attributed to reduced trailing edge losses of 
the recontoured blades. 

Introduction 
The efficiency of small (under about 15-cm tip dia) axial 

turbines has not equaled that demonstrated in larger 
machines. The chief reasons for this are Reynolds number 
effects and compromises made in the aerodynamic design to 
accommodate limitations in mechanical design and fabri
cation processes. A practical small turbine design will almost 
always have a lower blade aspect ratio, higher trailing edge 
blockage, and a higher rotor tip clearance than a similar large 
turbine. Further performance degradation may also be caused 
by manufacturing imperfections because it is difficult to make 
the blade profiles with the same precision or relative surface 
smoothness as large turbines. The effect of these manufac
turing imperfections on the performance of a small single 
stage turbine is the subject of this paper. 

Few reports have appeared on the effect of these 
manufacturing imperfections in comparison to the other 
causes affecting the performance of small turbines. Bammert 
and Sandstede [1] reported on a series of cascade tests and a 
four-stage turbine test where the surface roughness was 
changed and the blade profiles were either uniformly thinned 
or thickened to simulate manufacturing errors. Their results 
indicated dramatic changes in blade losses. 

The results of the investigation described herein are an 
outgrowth of the automotive gas turbine technology program 
conducted at the NASA-Lewis Research Center. A part of 
that program consisted of a series of component performance 
tests of the compressor-drive turbine for the Department of 
Energy automotive gas turbine demonstrator engine. The 
engine and technology program are described in [2]. The 
turbine blading used in the subject tests consisted of 
duplicates of the stator and rotor castings used in the 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982, Manuscript 
recieved at ASME Headquarters December 15, 1981. Paper No. 82-GT-222. 

demonstrator engine. Inspection of the blading made before 
the start of the turbine component tests showed significant 
deviations from design in the profile shape and a fairly rough 
surface. The initial tests were made to determine the per
formance of the as-cast blading. After these initial tests, two 
subsequent turbine builds were evaluated. One build had 
reduced rotor blade surface roughness and in the other build 
the rotor blade profiles were reworked to more nearly ap
proach the design profile. 

All performance tests were conducted with air at a nominal 
inlet temperature of 320 K and an inlet pressure of 0.827 bars. 
The results reported in this paper were obtained by measuring 
the overall stage performance for a range of pressure ratios 
with the turbine operating at design speed. Rotor-exit radial 
surveys of angle, total pressure, and total temperature were 
taken at design equivalent values of speed and specific work. 
Results are presented in terms of efficiency and mass flow for 
each of the three turbine builds. Also included is the effect of 
the blading changes on the static pressures within the stage 
and the calculated changes in local efficiency based on the 
rotor-exit surveys. The results of the complete series of 
performance tests conducted with this turbine are reported in 
[3]. 

Turbine Description 

The turbine used in this program was the NASA-designed 
compressor drive turbine for the Department of Energy 
automotive gas turbine demonstrator engine. A cross section 
of the turbine is shown in Fig. 1. Reference [4] describes the 
aerodynamic design of the turbine. The turbine was designed 
with a tip dia of 11.15 cm, stator and rotor blade heights of 
nominally 1.12 cm and trailing edge thicknesses of 0.038 cm 
for both blade rows. There were 15 stator blades and 62 rotor 
blades. The design trailing edge blockages were nominally 4.3 
and 11.8 percent for the stator and rotor, respectively. The 
turbine was designed for a work factor (specific work/mean 
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INSTRUMENTATION 
STATIONS 

Fig. 1 Cross-sectional schematic of turbine 

blade speed squared) of 2.1. The design mean section velocity 
diagram and blade surface velocity distributions are shown in 
Fig. 2. The stator exit absolute critical velocity ratio was 
0.929, and the rotor exit relative critical velocity ratio was 
0.818. Very little diffusion was predicted on either of the 
stator blade surfaces; however, moderate diffusion was 
predicted for both the pressure and suction surfaces of the 
rotor blade. 

The turbine blading used for component testing were 
duplicates of the stator and rotor castings used in the engine. 
Inspection of the rotor blading before the start of the turbine 
testing showed significant deviations from design in the 
profile shape and a fairly rough surface. Figure 3 compares 
inspection tracings of the mean and tip sections with the 
design profile of two randomly selected rotor blades. Hub 
section tracings were not obtained because the tracing stylus 
was too large to fit in the small hub area. The inspection 
tracings show some waviness in the blade profiles and an 
increase in the blade thickness. Measurements made indicated 
local regions of the blade profiles fell outside the profile 
tolerance band by up to 0.05 mm. The profile tolerance was 
±0.1 mm. The average trailing edge thickness based on these 
and other inspection tracings and the hub throat measurement 
was 0.053 cm resulting in a trailing edge blockage of 16.5 
percent. Surface roughness measurements were made on the 
pressure and suction surfaces of several blades and averaged 
1.35 microns. 

Surface velocity distributions were not generated for the as-
cast rotor blades primarily because there was no "typical" as-
cast profile. The inspection traces made showed profile 
variations from blade to blade. Also tracings of the hub 
section profile could not be obtained. 
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Fig. 2 Design mean section velocity diagram and blade velocity 
distributions 

Profile tracings for the stator were not generated since the 
blades were cast integrally with the endwalls. However, stator 
throat measurements indicated that the stator flow area was 
undersized by 4.1 percent. The reduced flow area was caused 
by the size of the fillets and draft angles used in casting the 
stator. The as-cast stator trailing edge blockage was 
nominally 4.5 percent. 

Turbine aerodynamic performance tests were made using 
the as-cast blading. After these tests were made, two 
modifications were made to the rotor blading. The first 
modification consisted of reducing the blade surface 
roughness. This process consisted of polishing the suction 

Nomenclature 

m = mass flow rate, kg/s 
r = radius, m 

U = blade velocity 
V = absolute gas velocity, m/s 
W = relative gas velocity, m/s 
a = absolute gas angle measured 

from axial direction, deg 

= relative gas angle measured 
from axial direction, deg 

= viscosity, kg/(m)(sec) 

Subscripts 

cr = condition corresponding 
Mach number of unity 

to 

m = blade midspan 
0 = station at vortex manifold inlet 

(Fig. 1) 
1 = station at stator inlet (Fig. 1) 
2 = station at stator exit (Fig. 1) 
3 = station at rotor exit (Fig. 1) 
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surface of each of the blades (reducing the average suction 
surface roughness to 0.33 microns) and applying a thin coat of 
lacquer to the pressure surfaces. The average pressure surface 
roughness was 0.95 micron, resulting in an average surface 
roughness for the blade of 0.64 microns. Tests were then 
made on this configuration. The second modification con
sisted of electric discharge machining the rotor profiles to the 
design profile. The process consisted of slowly removing 
metal from the rotor profiles until inspection traces at the 
mean and tip agreed closely with the design profile. Rotor 
throat measurements indicated that the hub section was still 
thick. However, any further hub machining may have resulted 
in undersized profiles away from the hub, and perhaps steps 
in the hub endwall if the machining electrode had touched the 
hub. Figure 4 shows a comparison of the throat dimensions 
for the design, as-cast, and reworked rotor profiles. This 
figure shows the close agreement in the throat dimension 
between the design and reworked rotors, near the mean and 
tip sections, and the difference that remained near the hub. 
The average trailing edge blockage for the reworked rotor was 
about 13 percent. The respective suction and pressure surface 
roughness measurements of the reworked rotor were 
essentially the same as those measured after polishing and 
coating the as-cast rotor. Tests were then conducted using the 
reworked rotor blading. 

Research Equipment and Procedure 

The apparatus used in this investigation consisted of the 
research turbine, an airbrake dynamometer used to control 
the speed and absorb and measure the power output of the 
turbine, an inlet and exhaust piping system, including flow 
controls, and appropriate instrumentation. A schematic of 
the experimental equipment is shown in Fig. 5. The rotational 
speed of the turbine was measured with an electronic counter 
in conjunction with a magnetic pickup and a shaft-mounted 
gear. Mass flow was measured with a calibrated venturi. 
Turbine torque was determined by measuring the reaction 
torque of the airbrake which was mounted on air trunion 
bearings, and adding corrections for tare losses. The torque 
load was measured with a commercial strain-gage load cell. 

The turbine instrumentation stations are shown in Figs. 1 
and 6. Instrumentation at the manifold inlet (Station 0) 
measured wall static pressure, total pressure, and total 
temperature. At both the stator inlet (Station 1) and stator exit 
(Station 2) static pressures were measured with six taps with 
three each on the inner and outer walls. The inner and outer 
wall taps were located opposite each other at different in
tervals around the circumference 

The rotor exit instrumentation station (Station 3) was 
located in a constant area exhaust duct approximately three 
axial chord lengths downstream of the rotor. This location 
was determined using a hot-wire anemometer survey probe so 
that the rotor exit instrumentation could be located at a 
position where the rotor wakes were mixed out. 

At the rotor exit, static pressure, total pressure, total 
temperature, and flow angle were measured. The static 
pressure was measured with six taps, with three each on the 
inner and outer walls. Three self-aligning probes located 
around the circumference were used for measurement of total 
pressure, total temperature, and flow angle. 

For each rotor configuration, data were obtained over a 
range of manifold inlet-to-rotor exit static pressure ratio at 
design equivalent speed. Data were obtained at nominal inlet 
flow conditions of 320 K and 0.827 bars. The turbine 
Reynolds number, m/jxrm, at these conditions was about 
2.44 x10s. The rotor tip clearance was the same for all tur
bine configurations tested and equaled 1.7 percent of the 
blade length. 

For each rotor configuration a rotor exit radial survey was 
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Fig. 3 Comparison of design and ar-cart rotor blade profiles 
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first conducted at design equivalent values of speed and 
specific work. Mass averaged values of flow angle, total 
temperature, and total pressure were obtained for each of the 
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INSTRUMENTATION 

STATIC PRESSURE 
TOTAL PRESSURE 
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STATOR INLET 
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Fig. 6 

STATOR EXIT ROTOR EXIT 
(STATION 2) (STATION 3) 

Flow path instrumentation, viewed looking downstream 

three survey locations. These mass-averaged values were then 
arithmetically averaged to obtain overall values. The survey 
probes were then positioned with one each near the tip, near 
midspan, and near the hub so that the average flow angle 
from these three positions would correspond closely to the 
overall mass-averaged value obtained from the survey. The 
radial positions of the survey probes, so determined, were not 
changed during the remainder of the testing of that rotor 
configuration. Performance data were then obtained over a 
range of turbine pressure ratio at design equivalent speed. 

The turbine was rated on the basis of total efficiency. The 
actual work was calculated from torque, speed, and mass flow 
measurements. The ideal work was based on the manifold 
inlet-to-rotor exit total pressure ratio. The manifold inlet and 
rotor exit total pressures were calculated from mass flow, 
static pressure, total temperature, and flow angle. For the 
calculation of manifold inlet total pressure, the flow angle 
was assumed to be zero. 

Results and Discussion 

The variation in equivalent mass flow with stage total-
pressure ratio at 100 percent of design speed is shown in Fig. 
7. The turbine configuration with the as-cast rotor had the 
lowest mass flow. When the blade surface roughness of this 
rotor was reduced there was a slight increase in flow in the 
unchoked pressure ratio range, but the choking flow was the 
same as the original rotor. The highest flow was measured 
with the reworked profile, but the difference is small, only 
about 0.7 percent. The flow increase with the reworked rotor 
was much less than the increase in flow area of the rotor, 
which was 3 percent. These results indicate, that at this rotor 
speed, the as-cast rotor choked before the stator but with the 
reworked rotor installed the stator choked first and therefore 
controlled the stage mass flow. 

The changes in stage efficiency for the three turbine builds 
are shown in Fig. 8. The difference in efficiency between the 
as-cast and reduced roughness rotor was nominally 1 point 
and between the as-cast and reworked profile was nominally 4 
points. These differences could be expected to increase further 
if it were possible to thin the rotor profile near the hub and to 
further smooth the surface finish of the rotor and stator 
blades. A probable explanation for a major portion of the 
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Fig. 7 Variation of equivalent mass flow with pressure ratio at design 
speed 
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increase in performance of the reworked rotor configuration 
is the reduced trailing edge losses. An analysis of these losses 
is discussed later in this paper. 

The changes in wall static pressure through the turbine for 
the design equivalent total-to-total pressure ratio of 2.01 are 
shown in Fig. 9. All pressures were ratioed to the inlet total 
pressure at Station 0. As the rotor blades were first smoothed 
and then thinned, the static pressure between the stator and 
rotor decreased slightly. This change increased the reaction 
across the stator and reduced it across the rotor; however, 
positive rotor reaction was always maintained. It was felt that 
the decrease in rotor reaction was not large enough to 
decrease either the rotor or stage efficiency. 

The rotor exit radial surveys of total temperature, total 
pressure, and flow angle conducted at design equivalent 
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values of speed and specific work were used to determine 
radial variations in stage performance. The radial variations 
in turbine efficiency calculated from these survey data are 
shown in Fig. 10. These results show that the largest benefits 
of reducing the surface roughness and thinning the blade 
profile occurred from midspan out to the tip. This may have 
occurred because, as mentioned earlier, it was difficult to 
improve the blade surface finish and profile near the hub. 
With these results mass-averaged efficiencies were calculated 
and compared to the corresponding efficiencies shown in Fig. 
8 that are based on torque measurements. In all cases the two 
methods of calculating the efficiencies gave values that were 
within 0.8 point of each other. In most comparisons the 
difference was only 0.1 to 0.2 point. 

The rotor exit survey data together with the overall stage 
measurements and the results of a stator exit survey [5] were 
used to calculate the stage velocity diagrams for the three 
turbine builds at the design work condition. Selected results 
from those calculations are tabulated in Table 1. The velocity 
diagram information listed in the table shows that the flow 
velocities generally decreased in the rotor and increased in the 
stator as the rotor was first smoothed and then thinned. This 
agrees with the trends shown in Fig. 9. Also to be noted is that 
the change in flow angles was not very large. In particular, the 
rotor incidence did not change very much as the rotor con
figuration was changed. This indicates that the change in 
rotor incidence among the three turbine configurations was 
not a major factor contributing to the change in stage per
formance. 

As mentioned earlier the as-cast blade profile was thicker 
than the design profile and, therefore, would have more 
trailing edge drag and a larger mixing loss. It was suspected 
that the increased trailing edge losses of the as-cast blade 
could account for a large portion of the performance dif
ference between it and the reworked blade. To test this 
hypothesis, an estimate of the effect of the rotor trailing edge 
thickness on rotor performance was obtained by using the 
Stewart mixing model [6]. To this model was added a trailing 
edge drag suggested by Prust [7]. The blade surface-friction 
boundary layer parameters needed in the mixing equations 
were obtained from a boundary layer computer code, [8], 
using the design mean section blade surface velocities. Rotor 
kinetic energy loss coefficients were calculated for three 
values of trailing edge thickness: design, as-cast, and 
reworked. The trailing edge thicknesses of the as-cast and 
reworked blades were the averages of the hub, mean, and tip 
obtained from hardware measurements. The result of these 
calculations predicted an increase in rotor efficiency of 1.9 
points due to the trailing edge difference between the as-cast 
and reworked blades. This change in rotor efficiency was then 
used in a turbine performance computer code [9] to predict 
the effect on the stage performance. The results of the 
analysis indicated an increase in stage efficiency of 2.7 points 
by thinning the rotor blades. The difference in efficiency 

BLADE SPAN, percent 

Fig. 10 Radial variation in efficiency at design speed and work 

shown in Fig. 8 between the reduced roughness and reworked 
rotors was nominally three points. Therefore, it appears that 
the reduction in rotor trailing edge loss was the main reason 
for the performance gain. 

An analysis procedure similar to that described above for 
the effect of blade trailing edge thickness was used to try to 
predict the effect of blade surface roughness. However, the 
results were inconclusive because of present limitations in the 
referenced boundary layer code to account for surface 
roughness changes. 

A comparison was also made between the effect of blade 
surface roughness measured in this test program and the 
results reported in [1], According to the information in the 
reference, a decrease in the surface roughness from 1.35 to 
0.64 microns could result in an increase in stage efficiency of 
about 1.2 points. This predicted increase in efficiency is 
generally consistant with the increase measured during the test 
program. An increase of nominally 1 point was measured with 
the turbine operating at design equivalent speed and work. 

Concluding Remarks 

The results obtained in this experimental investigation 
showed that inaccuracies in the manufacture of small turbine 
blades can cause significant turbine performance penalties. 
Small dimensional deviations from design that may be ac
ceptable in large machines must be critically examined to 
judge the impact in a small machine. Ultimately, analytical 
methods must be developed to predict these effects. For this 
turbine, obtaining an accurate blade profile and a smooth 
surface finish significantly improved its performance. 
Analytical predictions of these effects compared closely with 
the experimental results. Finally, the quality of the castings 
procured for this demonstrator engine program may not be 
indicative of what may be reasonably achieved given more 
time to further develop the manufacturing processes. 
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Comparison of Beam and Shell 
Theories for the Vibrations of Thin 
Turbomachinery Blades 
A great deal of published literature exists which analyzes the free vibrations of 
turbomachinery blades by means of one-dimensional beam theories. Recently, a 
more accurate, two-dimensional analysis method has been developed based upon 
shallow shell theory. The present paper summarizes the two types of theories and 
makes quantitative comparisons of frequencies obtained by them. Numerical results 
are presented for cambered andlor twisted blades of uniform thickness. Significant 
differences between the theories are found to occur, especially for low aspect ratio 
blades. The causes of these differences are discussed. 

Introduction 

Vibration analysis of turbomachinery blades has 
traditionally been carried out by means of beam theory. One 
can find literally hundreds of references in the literature 
incorporating considerations such as coupling between 
bending and torsion, taper, shear deformation, rotary inertia, 
pretwist and rotational effects into one-dimensional beam 
vibration analyses. For example, a recent literature survey [1] 
uncovered approximately 150 references dealing with 
rotational effects in beam vibration analysis. Particularly 
notable among the carefully developed beam theories are 
those presented by Carnegie [2-8], Houbolt and Brooks [9] 
and Montoya [10]; these incorporate most of the con
siderations needed in blade vibration analysis by means of 
beam models and are widely used. 

However, beam analysis becomes inadequate for low aspect 
ratio blades. Most obviously, vibration modes which involve 
predominantly chordwise bending are completely missed. 
These modes become more important as blade thicknesses and 
aspect ratios decrease. Furthermore, another important 
question arises: Even for those modes obtainable from beam 
analysis (i.e., spanwise bending and torsion), how accurate is 
beam theory for low aspect ratio blades? 

In recent years two-dimensional methods of blade vibration 
analysis have been developed. As seen in a recent survey 
article [11], most of these utilize finite elements and tend to 
require considerable computation time. However, the 
chordwise bending effects are accounted for and, with 
properly conformable finite elements, accurate results are 
obtainable if sufficient elements are employed. 

More recently a two-dimensional method of blade analysis 
has evolved which does not require finite elements and is 
based upon shell equations [12-14]. The method assumes 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 27th International Gas Turbine 
Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 15, 1981. Paper No. 82-GT-223. 

general forms for the three components of displacement of a 
cantilever shell in terms of continuous functions, and utilizes 
the well-known Ritz method to obtain frequencies and mode 
shapes. The method has been demonstrated to be com
putationally more efficient than finite elements [12] for the 
blade configurations that it can accommodate, and is well 
suited for parametric studies. It is also capable of providing 
very accurate solutions against which one-dimensional, beam 
model results can be compared. 

The primary purpose of the present paper is to demonstrate 
the accuracy and limitations of blade vibration analyses which 
utilize one-dimensional beam theories. From the thorough 
literature search previously performed by the senior author, it 
appears that no quantitative comparisons between the one-
dimensional and the more accurate two-dimensional models 
have been previously undertaken. Furthermore, where the 
results of beam analysis have been compared with experiment, 
it has only been for blades of relatively large aspect ratio. For 
this reason, the present work makes comparisons between the 
theories and experiment for low aspect ratios as well. Of 
particular importance are the effects of shear deformation, 
rotary inertia, and warping which should be properly dealt 
with by beam models, and which can become more significant 
for smaller aspect ratios. 

In the two sections which follow, the essential descriptions 
of the beam theory and shell theory to be used in subsequent 
comparisons are laid out. Each section has its own notation, 
independent of each other, consistent with widespread usage 
in beam and shell theory and following closely the notation 
used in the relevant references. In subsequent sections, 
quantitative comparisons of vibration frequencies obtained 
from beam theory and shell theory are made for blades having 
camber and/or twist. Models are chosen for which other 
accurate analyses can also be found in the published 
literature. Finally, a concluding section summarizes the 
limitations of beam theory and what is needed to make it 
more accurate for the spanwise bending and torsional modes 
which it may reasonably represent. 
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Beam Theory Description 

Undoubtedly the most thorough work to develop a com
prehensive set of equations representing a vibrating blade as a 
beam was presented in a sequence of papers by Carnegie [2-8] 
which appeared during the period 1957-1967. In the first 
work [2] potential energy functionals were derived for a 
twisted blade of arbitrary cross section, and variational 
methods were then employed to obtain static equations of 
equilibrium describing bending about two axes and torsion. 
These equations were then integrated for the case of cross 
sections uniform along the length subjected to either con
centrated or uniformly distributed transverse static loadings, 
and numerical results were obtained for blades of rectangular 
and airfoil cross sections. 

Vibrations were taken up in a subsequent paper [3]. The 
strain energy of elastic deformation used in the static analysis 
[2] was taken, i.e., 

I f f / 32u \ 2 d2U d2V 

dz2 dz2 

( d2v \ 2 ( 36 \ 2 " ) 2 t 36 \ 2 

dz2 J +C\^z~ 
and the kinetic energy was written as 

dz 

I f ' • • 
T= — j Q [p(u + ry6)2+p(v + rx6)2+Ice

2}dz 

(1) 

(2) 

where z is the longitudinal (i.e., spanwise) coordinate passing 
through the centers of flexure (see Fig. 1) of the cross sections; 
x and y are coordinates orthogonal to z\ and u and v are 
displacements in the x-and ^-directions, respectively. Figure 1 
also shows an XYZ coordinate system, with Z being parallel 
to z and passing through the centroid of the blade cross 
section, and X and Y being the axes of principal moments of 
inertia Ixx and Iyy (more properly, the principal second 
moments of areas). The moments and product of inertia, Ixx, 
Iyy, and Ixy, are taken with respect to axes parallel to x and y 
and passing through the centroid. The angular displacement 
during torsional vibration is given by 6, and C is the torsional 
stiffness of the cross section, p is mass per unit length and Ic is 
the polar mass moment of inertia per unit length with respect 
to the centroid. Time derivatives in equation (2) are denoted 
by dots above the variables. Applying the Euler-Lagrange 
equations of the calculus of variations yielded the equations 
of motion [3] 

d2 f 32u 

a2 f B2U 

32v 

d2v 

} -

dz2 i = 

-p(ii + ry6) 

-p(v + rx6) 

3 

Tz (*£)- pryii + prxv- (prj+pr2.+Ic)t 

(3a) 

(36) 

(3c) 

Equations (3) show clearly the coupling which exists between 
the three displacement variables, u, v and 6. For a general 
section possessing no symmetry (such as in Fig. 1), coupling is 
complete among the two bending displacements and the 
torsional displacement. 

Another significant contribution of Carnegie's second 
paper [3] was the recognition of additional torsional stiff
nesses in a cantilevered blade beyond that represented by C. 
In the case of a straight blade, the constant, C, depends upon 
the cross-sectional shape and the shear modulus (G), and is 
determined by solving the St. Venant torsion problem of 
classical elasticity for the given shape (see [15], chapter 10). 
But the St. Venant torsion problem assumes that both ends of 
the blade are free to warp out of their xy-p\a.nes. Clearly, the 
clamped end of a cantilevered blade is restrained from 

Y 

^ Centroid-^ 

l 

\ ^-Center of Flexure 

Fig. 1 Typical blade cross section, showing coordinates for beam 
analysis 

warping, and this constraint yields additional torsional 
stiffness to the blade. Carnegie [3] viewed the additional 
stiffness as being due to "torsion bending"—that is, the 
additional stiffness due to the longitudinal fibers each being 
bent as cantilever beams during the torsional rotations of the 
cross sections. For a straight blade of rectangular cross 
section having width, b, and depth, h, he showed that the 
total twisting moment at a typical location (z) is given by 

36 3*6 
M. = C-

3z 
- C , 

dz3 (4a) 

where C = GM 3 / 3 = Ebh3/6(l + v) is the St. Venant tor
sional stiffness constant, and 

C, = Eb3h3/\AA (4b) 

Of course, the second term of equation (4) causes additional 
stiffening in spite of the negative sign because, at a point 
having 36/dz positive, 336/dz3 is typically negative. The 
correction factor, Cl, was shown to have little effect upon the 
fundamental torsional frequency of a typical, large aspect 
ratio blade, but to have pronounced effect upon the higher 
torsional frequencies ([3], Figs. 11 and 15). 

The additional torsional stiffening was expounded upon 
further in a subsequent publication [5]. Therein Carnegie 
demonstrated that the torsional strain energy term (last term 
in equation (1)) is generalized to 

/ 36 \ 2 36 330 

dz dz3 

and that the third equation of motion (3c) has its left-hand 
side replaced by 

3 / 3 6 336 \ 
( c ^ r - c i ^ r ) (6) dz V dz dz3 

and the order of the system of differential equations (3) is 
thereby raised from ten to twelve. The latter set requires the 
statement of six boundary conditions at each end of the blade; 
in particular, for the cantilever blade of length, /. 

du 

~3z 

3v 

~3z 

36 

Iz = 0 ,a tz = 0 

Mx=My = Qx = Qy = 
d26 

lizF 
= M 9 = 0, a tz = / 

(7a) 

(lb) 

where Mx and My are the bending moments about the x and y 
axes, Qx and Qy are the transverse shearing forces in the x and 
y directions, and Me is the twisting moment, given by 
equation (4). 

In an interesting discussion of the Carnegie paper, Barr 
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pointed out (see [5], p. 319) that the additional torsional 
stiffness constant, C, could be obtained from the classical St. 
Venant torsion theory by solving for the warping function, \f>, 
where the longitudinal (z-direction) displacement w deter
mines the warping, and is given by 

w(x,y)=i(x,y) 
dd 

and the constant, C,, is then obtained from 

C , = £ f f i2dxdy 

(8) 

(9) 

As part of this reply to Barr's discussion, Carnegie also 
showed that the torsional strain energy term (5) can be 
equivalently written as 

/ dd \ 2 ( d26 \ 2 

C 

Carnegie [6] also added the effects of shear deformation 
and rotary inertia to the problem, following the now well-
known approach first suggested by Timoshenko [16]. In 
considering shear deformation the changes in slope of a beam 
due to bending and shear must be entered into the problem 
independently, and the strain energy functional (1) is 
generalized to 

+ EL, 

2k 

+ C 

xy dz dz ™ H dz ) 

dv \2~\ 

520 \ 2" 
dz (11) 

where, for example, the shearing slope in the xz-plane, du/dz-
</>,., is the difference between the total slope (du/dz) and the 
slope due to bending alone (</>x). The shear rigidity also in
volves the blade cross sectinal area (^4), and a shear stress 
distribution factor (k) depending upon cross-sectional shape. 
The kinetic energy functional is given by equation (2) with the 
terms reflecting the rotary inertia [7] added to the integrand: 

4 <Px+T-(ryd) 
dz -

-p[j> y+yz(rj) (12) 

During the foregoing theoretical development, the dynamic 
effects due to blade rotation while mounted on a disk were 
added to the problem [4], including both the stabilizing 
(frequency increasing) primary and the destablizing 
(frequency decreasing) secondary centrifugal force effects. 
The final, most general potential and kinetic energy func
tions, along with corresponding equations of motion, were 
summarized in a short note [7] in 1966. Experimental studies 
[2, 3, 17, 18] were also made, which verified most of the 
theoretical conclusions. 

Where numerical solutions were given in the papers by 
Carnegie described above, they were obtained in a few cases 
by exact integration of the equations of motion, but more 
often by a somewhat crude Rayleigh method using static 
deflection functions to represent the mode shapes. Subsequent 
papers with colleagues (for example, [19-23]) served to obtain 
more accurate solutions by other approximate methods such 
as finite differences, Runge-Kutta numerical integration, 
Ritz-Galerkin, and an extended Holzer technique. Most of 
these publications are summarized in survey papers by one of 
the present authors [1] and Rao [24-26]. By and large, the 
following general comments can be made about the references 
containing numerical results: 

1 Blades are of large aspect ratio. 

Axis of Rotation 

Fig. 2 Simplified model of a rotating blade 

2 Airfoil cross-sectional data is not given, thereby 
preventing comparison by other methods. 

3 The torsional warping constant, Cx, is not considered. 

Houbolt and Brooks [9] and Montoya [10] also derived sets 
of differential equations of motion for twisted blades 'of 
arbitrary cross section. However, in both derivations neither 
shear deformation nor rotary inertia were included. Nor were 
the effects of cross-sectional warping during bending or cross-
sectional warping constraint during torsion explicitly con
sidered in either analysis. 

In the present work, beam theory representations of blades 
will be made by means of Carnegie's equations which, as the 
foregoing paragraphs have indicated, appear to be the most 
comprehensive set thus far appearing in the published 
literature of blade vibrations. Although an exact solution of 
the twelfth-order set of differential equations of motion is 
possible for the cantilevered blade, the procedure is 
algebraically cumbersome, and a straightforward Ritz 
procedure will be used instead. For the free vibration 
problem, classical beam theory displacements, u, v, and 6, are 
taken as 

u(z,t) =U(z) sin cot 

v(z,t) = V(z) sinarf 

6(z,t)=Q(z) sinw? 

(13) 

where co is the radial frequency. The functions U, V, and 9 
must be chosen such that: 

1 The geometric boundary conditions (la) are exactly 
satisfied along the clamped edge 

2 The functions form complete sets (i.e., capable of 
representing any set of kinematically possible displacements 
along the blade axis) 

For the present problem a set of displacements for 
straightforward application is given by the algebraic 
polynomials 

j 

VW = 2> , - z ' ,K(z ) = T,BjzJ,W(Z) = £ Ckz", 
; '=] j=\ * = 2 

L M 

* . U) = £ D,z!,*, (z) = £ Emz"< (14) 
m=l 

when shear deformation and torsional warping constraint are 
now included. For the classical Euler-Bernoulli theory, the 
functions $A. and $y are not used, and the index k begins at 
one, instead of two. To apply the Ritz method, the functional 
T - V 
* max v max 

is formed, where Tmm and Kmax are the 
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maximum values of kinetic energy (i.e., at maximum velocity) 
and potential energy (i.e., at maximum displacement). The 
functional is then minimized by equations of the type 

d(Tm «) 
dA, 

= 0,(/ = l,2. . ./) (15) 

with derivatives taken with respect to each of the Ah Bj, Ck, 
Dh E,„ in turn, and where Kis given by equation (11) and T 
by equation (2) with the terms (12) added, yielding a set of / + 
J + K + L + M-\ simultaneous linear algebraic equations 
in the same number of unknowns A,, . . . ,Em. For a non-
trivial solution the determinant of the coefficient matrix of 
the equations is set equal to zero and the roots of the deter
minant are the eigenvalues (i.e., nondimensional frequencies). 
The eigenfunctions (mode shapes) are determined by back-
substitution of the eigenvalues in the usual way. The resulting 
frequencies are upper bounds on the exact frequencies and, if 
a complete set of functions such as equations (14) is used, the 
exact beam frequencies can be determined as accurately as 
desired. 

Shell Theory Description 

The shell analysis used in this work is based upon shallow 
shell theory. This theory contains the essential features 

needed, namely, bending and stretching effects coupled 
together, and is applicable provided the curvature and twist 
are relatively small. It is capable of representing variable 
curvature and twist and variable thickness and, for blades 
which are relatively thick, can be generalized to include shear 
deformation and rotary inertia effects. However, the present 
study will be limited to blades which are sufficiently thin so 
that the latter effects can be neglected. For shells of arbitrary 
curvature and twist, deep shell theory will typically involve 
nonprincipal, nonorthogonal coordinates with considerable 
complication in the resulting equations (see [27], p. 54) and is 
therefore desirable to avoid in blade analysis. 

Consider the simplified model of a rotating blade shown in 
Fig. 2. It has a length, a, a planform width, b, (i.e., the 
projected width in the xy reference plane), and a thickness, h. 
The present study assumes a rectangular planform for the 
blade, although other shapes can also be treated. The blade is 
represented as a shallow shell having curvature \/Ry in t h e j -
direction. Twist (\/Rxy) is not shown, but can be readily 
accommodated in the analysis. The shell is assumed rigidly 
clamped at one end (x = 0), whereas the other three edges are 
completely free. Angular velocity 0 is assumed about an axis 
located at a hub radius, r0, from the blade root. The blade is 
inclined with a stagger angle, 0, with respect to the rotation 
axis. Displacements are measured as in conventional shell 
theory by w taken normal to the shell midsurface, and u and v 

Table 1 Comparison of M2^/ph/D between shell and beam theories for cambered blades (Jb/h = 20) 

a b 

b ~R~ 

0.1 

5 0.3 

0.5 

0.1 

2 0.3 

0.5 

0.1 

1 0.3 

0.5 

Mode 
No. 

1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 

1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 

1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 

Shell 
theory 

3.516 
21.95 
61.62 

127.9 
4.271 

26.43 
73.83 

148.3 
5.454 

33.51 
92.48 

181.3 

3.545 
21.92 
61.00 
93.28° 
4.264 

25.25 
66.81 
93.38" 

5.398 
30.64 
76.51 
93.54° 

3.561 
21.48 
27.22° 
54.28* 
4.181 

22.76 
27.42° 
54.52* 
5.168 

24.66 
28.11° 
55.03* 

Symmetric modes 

Beam theory 

Shear 
def. Class-
and R.I. ical 

3.463 3.463 
21.69 21.70 
60.68 60.76 

118.8 119.1 
4.242 4.242 

26.56 26.58 
74.28 74.44 

145.3 145.9 
5.513 5.514 

34.50 34.55 
96.41 96.75 

188.4 189.6 

3.461 3.463 
21.62 21.70 
60.24 60.76 

4.239 4.242 
26.44 26.58 
73.47 74.44 

5.506 5.514 
34.23 34.55 
94.67 96.75 

3.456 3.463 
21.39 21.70 

4.229 4.242 
26.01 26.58 

5.484 5.514 
33.33 34.55 

Shell 
theory 

33.98 
65.35' 

103.9 
179.6 
34.00 
65.36c 

104.1 
180.2 
34.02 
65.37' 

104.3 
181.1 
14.81 
48.23 
57.52c 

92.67 
14.84 
48.39 
57.52' 
93.25 
14.89 
48.70 
57.54' 
94.39 

8.516 
31.00 
43.56' 
64.28'' 
8.543 

31.17 
43.56' 
64.29d 

8.595 
31.50 
43.57c 

64.31d 

Antisymmetric modes 

Beam theory 
(no Ct) 

Shear 
def. 
&R.I . 

32.12 
65.08' 
96.38 

160.6 
31.90 
65.33'' 
95.79 

159.6 
31.46 
65.81' 
94.61 

157.5 

12.85 
38.55 
57.08'' 
64.25 
12.77 
38.30 
57.28' 
63.85 
12.60 
37.79 
57.68' 
63.03 

6.425 
19.28 
42.93c 

6.385 
19.15 
43.01' 

6.303 
18.90 
43.08' 

Class
ical 

32.21 
67.11' 
96.64 

161.1 • 
31.99 
67.36' 
96.05 

160.0 
31.55 
67.87' 
94.88 

158.0 

12.85 
38.65 
67.11' 
64.42 
12.80 
38.41 
67.36' 
64.02 
12.64 
37.91 
67.86' 
63.20 

6.442 
19.33 
67.11' 

6.402 
19.21 
67.35' 

6.320 
18.96 
67.83' 

Beam theory 
(with C,) 

Shear 
def. 
&R.I . 

33.86 
65.09' 

103.5 
178.7 
33.63 
65.35' 

102.9 
177.6 
33.17 
65.86' 

101.7 
175.5 

14.74 
48.04 
57.11' 
91.91 
14.65 
47.76 
57.33' 
91.45 
14.47 
47.20 
57.75' 
90.52 

8.485 
30.94 
42.99' 

8.438 
30.77 
43.14' 

8.344 
30.45 
43.45' 

Class
ical 

33.86 
67.11' 

103.5 
178.7 
33.63 
67.38' 

102.9 
177.7 
33.17 
67.91' 

101.7 
175.5 

14.74 
48.04 
67.11c 

91.91 
14.65 
47.78 
67.36c 

91.47 
14.48 
47.24 
67.86' 
90.57 

8.485 
30.94 
67.11' 

8.439 
30.79 
67.35' 

8.346 
30.50 
67.82' 

"Chordwise bending mode 
^Combined mode 

'Sideways bending mode 
''Antisymmetric chordwise bending mode 
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tangent to the midsurface, with u being parallel to the x-
direction. 

The present analysis utilizes the well-known Ritz method 
and is therefore based upon the potential and kinetic energy 
functionals. The total potential energy of the rotating shell 
can be written as 

u{xj) = £ LAiJx
iy,v(X,y)=t I X * y 

/'=1 j = 0 

w(x^) = £ £ Clmx'»y" (23) 

where K, is the strain energy of stretching (see [27-29]) 

Eh i-b/1 

(16) 

• 2(l-^)l-AJoi^ + ̂ )2-2(1-^ 

and K2 is the strain energy of bending 

Eh> 

extv 

The functional Tmax - Kmax is again formed and it is 
minimized by setting 

( T m a x - ^ m a x ^ O , (»= 1, . . . , / ; y = 0, . . J) 
3A; 

(17) 

12(1 

3 p b/2 C a ( 

- C2) J -b/2 Jo I 
( v 2 w ) 2 - 2 ( l - » ) 

d2w d2w 
dC„, 

( 7 ™ " Kmax) = 0, (Ar= 1, . . . , * ; / = 0, . . . , / . ) 

(7'm.x-^mM) = 0, (etc.) (24) 

av2 v 

(£)*]}** .dxdy / 

In the above expressions ev, e,, and yxy 

strains given by 

du w dv 

(18) 

yielding a set of / ( / + 1) + K(L + 1) + (M- 1)(7V+ 1) linear 
algebraic equations in the same number of unknowns, and a 
matrix eigenvalue problem of the same type as in the 
previously described beam analysis. 

are the membrane Comparisons for Cambered Blades 

e . v : 

dx R, ,ef 

7.v 
/ dv du \ 

~ \~d~x + ly ) 

dy 

+ 2-1 

R„ 
(19) 

E is Young's modulus and v is Poisson's ratio. 
The functionals F3 and K4 are due to the centrifugal forces 

of rotation, with V3 being due to the steady, radially directed 
components of body forces; that is, 

^ 3 = 

1 I:J:M 'dw 

dx 

+ 2W?„ 
dw dw 
dx dy 

\dxdy (20) 

where N°x, N°y, and N°xy are the membrane stress resultants 
(i.e., force per unit length) caused by the body forces. Finally, 
VA represents the potential of the displacement dependent 
body forces (i.e., components which exist because of 
vibratory displacements u, v and w), which is formulated in 
detail in [12]. The functional Vl is caused predominantly by 
tensile stresses, and increases the vibration frequencies, 
whereas K4 is caused mainly by normal body forces in the 
direction of positive w, and typically reduces the frequencies 
[12]. 

The kinetic energy of vibratory motion is 

ph f*/2 C0 
T= ^r (ti2 + v2 + w2)dxdy 

2 J -b/2 JO 
(21) 

where the dots denote time derivatives of the displacements 
and p is the mass per unit volume. Coriolis effects are 
neglected. 

To solve the free vibration problem for the blade, a Ritz 
procedure is followed similar to that described in the previous 
section on beam theory. That is, one takes the vibratory 
displacements to be sinusoidal functions of time; i.e., 

u(x,y,t) = U(x,y)sm oit 

v(x,y,t) = V(x,y) sin at (22) 

w{x,y,t) = W(x,y) sin ut 

where co is the vibration frequency, and U, V, and W are 
chosen to be the algebraic polynomials 

Convergence studies were made for the beam theories, both 
including and neglecting shear deformation and rotary 
inertia, to establish the upper limits of the summations in 
equations (14) required to obtain desired convergence. 
Cambered blade configurations as shown in Fig. 2 having a 
thickness ratio (blh) of 20 were investigated, having various 
combinations of aspect ratio (alb) and shallowness parameter 
(b/R). It was found that between six and ten terms of the 
polynomials were needed to yield convergence of the 
frequencies to four significant figures for the first four modes 
of each symmetry class, the number required depending upon 
the particular mode in question. For the cambered blade of 
Fig. 2, symmetry uncouples v and <j>y from u, 4>x, and 6. 

The accuracy of the beam equations and the computer 
programming, as well as the rate of convergence of the Ritz 
method with the algebraic polynomials, was also established 
by comparison with the numerical results obtained by 
Subrahmanyam, Kulkarni and Rao [30] for a particular blade 
(see [30] p. 20). Their results were also obtained by means of 
the Carnegie equations, but using slightly different 
displacement functions. Using seven terms for each of the 
polynomials (14) excellent agreement (<0.1 percent dif
ference) was observed for each of the frequencies (5) found in 
[30]. 

A direct comparison of numerical results for the 
frequencies of cambered blades obtained from beam theory 
and shell theory is made in Table 1. The nondimensional 
frequency parameter used in Table 1 is wa2\lph/D which is a 
traditional one used for flat plates. Because the blade cur
vatures utilized in Table 1 are all quite shallow (the deepest 
curvature, b/R = 0.5, corresponds to a circular arc measure of 
28.9 deg, the plate frequency parameter is appropriate. 

All shear deformation theory results in Table 1 are for a 
thickness ratio b/h = 20 and a Poisson's ratio (v) of 0.3. A 
shear correction factor k= 1.2 was used (note that this is the 
reciprocal of the factor often used in the published literature) 
which is representative of the cross sections dealt with in this 
analysis. For comparison, setting k=<x> yields the classical 
theory results presented in Table 1, and setting k = 1 (which is 
the theoretical lower limit) was found to yield values of less 
than 0.1 percent different than those given in Table 1 for 
£=1.2 . 

Numerical results according to shallow shell analysis are 
obtained using 54 deg of freedom. This is arrived at from the 
algebraic polynomials (23) by choosing 6 terms in the x-
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Fig. 3 Symmetric mode shapes for a cambered blade (b/h = 20, 
a/b = 1,b/fl = 0.5) 

Fig. 4 Antisymmetric mode shapes for a cambered blade [b/h = 20, 
a/b = 1,b/R = 0.5) 

direction (Fig. 2) and 3 terms of even degree in u and w, and 
odd degree in v in the ^-direction for each of the 
displacements u, v, and w. These results are taken from a 
previous paper [13], and their convergence was demonstrated 
there. 

Considering first the symmetric modes of the large aspect 
ratio (a/b = 5) blades in Table 1, one sees that the frequencies 
of the first three spanwise bending modes are in reasonably 
close agreement, although a significant difference between 
shell and beam theory results of as much as 7 percent occurs 
for the fourth spanwise bending mode. Of course, for higher 
modes, the differences would become greater. It is interesting 
to note that for b/R = 0.1, the frequencies predicted by shell 
theory are greater than those of beam theory, whereas for 
deeper blades the opposite is true. This may be explained as 
follows: for a flat (or nearly flat) plate, chordwise bending 
moments exist, which give the plate additional stiffness 
unrecognized by beam theory, whereas for deeper blades, 
warping effects begin to become more important. 

Strong warping effects are seen to enter the results for the 
shorter aspect ratio blades, especially as the curvature in
creases. For b/R =0.5, for example, and a/b = 2 and 1, the 
beam theories give results for the second bending mode 
frequencies, which are 12 and 35 percent too high, respec
tively. This reflects the inability of the beam theories to permit 
cross sectional warping. That is, the beam theory hypothesis 
that "plane cross sections remain plane during beam 
deflection" can become significantly violated for small aspect 
ratio, cambered blades. Or in other words, shear lag effects 
yield a more flexible system than either beam theory 
recognizes. 

Table 1 also shows that for moderate to low aspect ratios, 
certain important mode shapes are missed altogether by beam 
theory. For example, a mode with predominantly normal (ve) 
displacement, and with the greatest curvature changes oc-
curing in the chordwise direction (which we will term 
"chordwise bending"), is the fourth and third symmetric 
mode for alb = 2 and 1, respectively, for all the curvatures 
given. For a/b= 1 and significant camber (b/R = 0.3 and 0.5) 
the fourth symmetric mode is a more complex one, also not 
found by the beam theories. 

As an example, Fig. 3 depicts the symmetric mode shapes 
for the cambered blade having b/h = 20, a/b=\, b/R = 0.5, 
corresponding to the last four shell frequency parameters 
given in Table 1. 

Three sketches aligned in a horizontal row are given for 
each mode shape. The sketches show contour lines of equal 
displacement, normalized with respect to the maximum 
normal displacement; that is W/Wmm, V/Wmax and U/Wmm, 
in this sequence. Although the W displacements are usually 
largest during vibration, at least for the lowest frequency 
modes, the magnitude of the tangential coupling due to Uand 
V displacements can also be seen from the drawings. The 
contour lines correspond to normalized displacement in
crements of 0.1, with the lines of zero displacement (node 
lines) being drawn heavier. 

For the short, highly cambered blade of Fig. 3 the first 
symmetric mode is clearly identifiable as spanwise bending. 
The second and third modes are mainly second spanwise 
bending and chordwise bending, respectively, although 
considerable coupling exists between them. This coupling 
causes the large differences between the second spanwise 
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frequencies given in Table 1. The fourth mode is seen in Fig. 3 
to be a combined one consisting of both chordwise and 
span wise bending. 

Table 1 also presents the nondimensional frequency 
parameters a>a2\/ph/D for the antisymmetric modes of the 
cambered blade. The antisymmetric modes involve coupling 
between sideways (y-direction) and torsional motions. The 
two last columns of the antisymmetric mode did not appear 
for the symmetric modes. They show the effect on the beam 
frequencies if a torsional warping constant, Cs, (see equation 
(4)) is added to the analysis. For the blade configurations in 
Table 1 having a/b = 5 and 2, the first four antisymmetric 
modes contain three modes which are predominantly tor
sional, whereas the remaining one is predominantly sideways 
bending, as indicated by superscripts. One notes that the 
torsional frequencies predicted by the classical beam theory 
are essentially the same as when shear deformation and rotary 
inertia are included, and would be exactly the same if it were 
not for a small amount of coupling. However, the beam 
theories give considerably different frequencies for the 
sideways bending modes, especially for small alb, as one 
would expect to find when considering or neglecting shear 
deformation and rotary inertia effects. For a/b=\ the fourth 
mode is antisymmetric chordwise bending, which the beam 
theory misses completely. In interpreting Table 1 one must 
bear in mind that changing alb corresponds to changing b and 
keeping a fixed, if the changes in frequencies are to be ob
served, because the frequency parameter used contains a. 

But the most important comparison of antisymmetric 
frequencies in Table 1 is between the torsional frequencies of 
shell theory and those of beam theory. If C, is not included, 
one sees large differences, again particularly for small alb 
and for the higher modes. The shell theory torsional 
frequencies are essentially those of flat plates, only slightly 
affected by the changing cross-sectional arc length caused by 
changing b/R (b is kept fixed and R changed). These tor
sional frequencies agree with those readily available for flat 
plates in the literature (see [31, 32]). Even for a large aspect 
ratio blade (alb = 5), considerable differences (~10 percent) 
are seen to occur between shell and beam frequencies for the 
third (and higher) torsional modes, as was also found by 
Carnegie ([3], Figs. 11 and 15) when comparing beam theory 

frequencies with experimentally measured ones. For a/b=\ 
the third torsional beam frequency in Table 1 is seen to differ 
from the more accurate shell frequency by about 50 percent. 

However, when C, is included, the warping constraint is 
substantially accounted for, and the results of beam theory 
are seen to agree reasonable well with those of shell theory. In 
the present analysis the value of Ct for a thin rectangle 
(Eb3h3/\44) was used because no proper value for the an
nular sector is currently known. For small camber however, 
the approximation as a rectangle should be very good. 

The first four antisymmetric modes of the blade having 
b/h = 20, alb=\ and b/R = 0.5 (i.e., the same as for Fig. 3) 
are depicted by Fig. 4. For the first two modes, which are 
torsional, the contour lines for the W-displacement agree 
closely with those of the beam theories. The predominant 
sidewise bending of the third mode shape and the an
tisymmetric chordwise bending of the fourth are both clearly 
seen in Fig. 4. 

Comparison for Twisted Blades 

Table 2 makes comparisons among the numerical results 
obtained from the present shell theory, Carnegie's beam 
theory (including shear deformation and rotary inertia) and 
those of Petricone and Sisto [33] for a blade having twist only; 
that is, the curvatures l/Rx and \/Ry in equations (19) are 
zero, but the twist \/Rxy is present. The resulting con
figuration can be regarded as a flat plate subjected to uniform 
pretwist, having a twist angle, </>, at its free end. Results in 
Table 2 are for low aspect ratio (a/b=l) blades having 
pretwist angles varying between 0 and 45 deg, with a 
width/thickness (b/h) ratio of 20 and Poisson's ratio (v) of 
0.3. 

The analysis of Petricone and Sisto [33] was based upon 
helicoidal shell theory, and their numerical results were 
obtained by means of the Ritz method, using orthogonal 
polynomials as admissible functions. 

Numerical results for the shell theory were typically ob
tained by taking i, k = 1,2, . . . ,5; m = 2, 3, . . . ,6 andy, /, 
n = 0, 2, 4 (for symmetric modes) or 1, 3, 5 (for an
tisymmetric modes) in equations (23) yielding frequency 
determinants of 54th order in size. The convergence accuracy 

Table 2 Comparison of oM2\lph/D for short, twisted blades (alb = 1, b/h = 20, v = 0.3) 

III 
0 

10 

20 

30 

45 

Mode 
number 

1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 

Present 
shell 
theory 

3.474 
21.30 
27.20" 
43.56* 

3.453 
21.10 
27.19" 
44.25* 

3.387 
20.48 
27.32" 
46.19* 

3.265 
19.41 
27.94" 
49.04* 

2.939 
17.18 
30.56" 
52.46* 

Symmetric modes 

[33] 

3.48 
21.4 

27.8 

3.47 
20.6 
27.6 

3.48 
19.6 
27.9 

3.51 
18.0 
28.6 

Beam 
theory 

3.347 
20.73 

42.91* 
3.344 

20.38 

43.39* 
3.336 

19.46 

44.58* 
3.322 

18.21 

45.89* 
3.294 

16.19 

45.56* 

Present 
shell 
theory 

8.513 
30.98 
64.27' 
71.47 
9.509 

31.66 
64.36c 

71.76 
12.16 
33.72 
64.65' 
72.71 
16.08 
37.35 
65.21'' 
74.58 
24.35 
46.45 
66.96c 

80.44 

Antisymmetric 

[33] 

9.58 
32.8 

12.0 
35.2 

15.0 
37.8 

19.3 
42.6 

modes 

Beam theory 
Without With 

C, C, 

6.430 
19.29 

32.15 
7.949 

23.85 

39.74 
11.34 
34.03 

56.72 
15.42 
46.27 

77.11 
21.99 
65.96 

109.9 

8.474 
30.91 

68.86 
9.943 
34.76 

73.56 
13.24 
43.82 

85.82 
17.23 
55.11 

102.4 
23.71 
73.77 

131.3 

"Chordwise bending mode 
* Sideways bending mode 

'Antisymmetric chordwise 
bending mode 
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of the polynomials for twisted blades has been demonstrated 
previously [14]. Results for the beam theory were obtained by 
taking the first ten terms of the algebraic polynomials (14). 
No significant difference (<4 percent) was found between the 
classical beam frequencies and those in Table 2, which include 
shear deformation and rotary inertia, except for sideways 
bending modes. 

Nondimensional frequency parameters wa2vph/D for the 
symmetric modes are listed in one half of Table 2. For a 
twisted plate the symmetric modes consist of coupled bending 
involving both v and w displacements (Fig. 2), uncoupled 
from the torsional modes, which are purely antisymmetric. 
For all twist angles given, the first two symmetric modes 
consist predominantly of w-displacements, and are similar to 
the first two spanwise bending modes of a beam. Table 2 
indicates reasonable agreement among the results of shell and 
beam theories for these two modes. The third symmetric 
mode is chordwise bending (two mode lines nearly parallel to 
the length coordinate), which is missed by beam analysis. The 
fourth mode consists of sideways bending (i.e., pre
dominantly y-displacements), not determined by Petricone 
and Sisto [33]. Detailed contour plots for the modes in the 
format of Fig. 3 are available [14] for the case 0 = 30 deg. 

Considerable disagreement for the antisymmetric mode 
frequencies is observed in Table 2. For each twist angle, the 
first four antisymmetric modes consist of three torsional and 
one antisymmetric chordwise bending (i.e., three node lines 
essentially parallel to the length direction) modes. Beam 
theory results for the torsional modes are shown in the cases 
of neglecting warping constraint (without Q ) and including it 
(with C,). When warping constraint is neglected the beam 
theory is observed to yield torsional frequencies which are 
typically low for small twist angles and too large for the 
higher modes at large twist angles. When warping constraint 
is included, the frequencies are all raised, giving good 
agreement with shell theory results for zero twist, but serious 
disagreements for 0 = 20, 30 and 45 deg. These trends can also 
be somewhat observed in the results of Carnegie comparing 
analysis with experiment ([3], Fig. 11), although the latter 
results were for large aspect ratio (a/b = 6) blades. 

Beglinger and Schlachter [34] proposed a correction for
mula of the form 

f= 

CO' 

01 
i + : 2f+f2[l + [ y (2n-l)]2]] /2 (25) 

to account for torsional warping constraint, where n is the 
torsional mode number (« = 1,2, . . .) and 

r= 
1 C, 

/ y c 
2(1 + v) (26) 

with / being the beam length, and C and C, being the torsional 
rigidity and warping restraint factors, respectively, as used 
previously in equation (4). For the twisted plate having a 
rectangular cross-section 

\ + v 

~24~ 
(27) 

and letting b/l= 1 and c = 0.3, the right-hand side of equation 
(25) becomes 1.286, 1.650, and 2.205 for n = \, 2, and 3, 
respectively. Applying these correction factors to the tor
sional frequencies listed in Table 2 for 0 = 0 yields 8.269, 
31.83 and 70.89, which are seen to compare reasonably with 
the frequencies both of shell theory and of beam theory (with 
C,). However, a cursory inspection of Table 2 also shows that 
the same factors applied to the beam frequencies for nonzero 
angles of twist result in large over-corrections to the beam 
frequencies. 

It should be noted that a twist angle of zero degrees in Table 
2 yields a flat plate which would be indentical to the cambered 
blade of Table 1 having b/R = 0. Sideways bending modes are 
symmetric for twisted blades and antisymmetric for cambered 
blades. 

Another set of twisted blades for which both theoretical and 
experimental results are available is that studied by MacBain 
[35]. This set consisted of thin (£>//? = 33.4) plates of moderate 
aspect ratio (a/b = 2.33) pretwisted through various tip angles 
(0 = 0, 12, 17, 23.5, 30, and 38 deg). MacBain obtained 
numerical results using the NASTRAN finite element 
program with 1265 deg of freedom [36] and compared them 
with data resulting from tests using holography. Frequency 
parameters oia2\Tph/D for the plate (b/Ry-G) having a 
moderate pretwist angle (0 = 30 deg) are presented in Table 3, 
and compared there with the corresponding results [14] from 
the present shallow shell theory and with beam theory (in
cluding shear deformation and rotary inertia). 

As found previously for blades having little or no camber 
(see Table 2), the spanwise bending mode frequencies given in 
Table 3 for beam theory are seen to be typically somewhat 
low, because the beam model does not recognize the ad
ditional stiffening capability of sideways bending moments, 
Mx, induced by Poisson effects. Again the antisymmetric, 
torsional mode frequencies are predicted somewhat low by 
beam theory for the fundamental (1A) mode and become too 
high for higher modes when warping restraint is not ac
counted for. Including warping constraint (values given in 
parentheses) results in appropriate correction for the first 
torsional frequency, but raises the third one to an unac
ceptable level. But, on the whole, the beam theory results for 
MacBain's twisted plate are seen to be reasonably acceptable, 
at least for the first seven modes. 

The second part of the Table 3 shows the effects of adding a 
small amount of camber b/Ry = 0.215, or a/Ry = 0.5 to the 
MacBain twisted blade. Generally, the frequencies are in
creased slightly, but the beam theory results are now seen to 
deviate considerably from those of the shallow shell theory. In 
this case the modes involve complete coupling between the 
bending in two directions and torsion, compared with the 
uncambered blade which has torsion uncoupled. The 
magnitude of the coupling can be seen from previously 

Table 3 

b/Ry 

0 

0.215 

Comparison of oM2~Jph/D for moderate aspect ratio (a/b 

Type of Results 

Mode IS 2S 
Present shell theory 3.237 19.46 
Finite element [35] 3.473 19.56 
Experiment [35] 3.39 19.09 
Beam theory 3.358 18.79 

(with C,) 

Mode number 1 2 
Present shell theory 3.660 20.99 
Beam theory 4.574 25.48 

(withC,) (4.574) (25.49) 

1A 
30.96 
28.99 
27.54 
27.80 

(29.48) 

3 
31.95 
27.73 

(29.40) 

= 2.33), twisted (<t> = 

waWph/D 

3S 
57.81 
57.38 
57.84 
55.90 

4 
60.61 
75.48 

(75.48) 

2A 
86.60 
82.08 
76.87 
83.41 

(90.63) 

5 
90.74 
83.11 

(90.32) 

30 deg), thin (blh 

4S" 
109.2 
88.74 

100.2 
104.9 

6 
109.4 
111.8 

(111.8) 

= 33.4) blades 

5S 
124.7 
116.1 
115.0 
120.3 

7 
122.6 
138.5 

(155.2) 

3A 
135.2 
129.3 
123.6 
139.0 

(158.0) 

8 
135.0 
155.1 

(157.4) 

" Sideways bending mode 
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presented mode shapes [14] (somewhat further complicated 
by the addition of rotational effects). 

Conclusions 

Beam theory is generally inadequate to determine the free 
vibraton frequencies and mode shapes of moderate to low 
aspect ratio turbomachinery blades. It may also be inadequate 
for large aspect ratio blades if a careful dynamic response 
analysis is to be made, requiring reasonably accurate 
knowledge of the first ten or more frequencies and mode 
shapes. 

The inadequacy of beam theory is seen in the following 
ways: 

1 Modes which are predominantly chordwise bending are 
completely missed while others involving significant amounts 
of chordwise bending are poorly determined. 

2 Frequencies of modes which are essentially either 
spanwise bending or torsion may be poorly estimated, 
especially for blades of low aspect ratio, because of other 
limitations in the analytical model. 

3 Typical blades with no symmetry may have strong 
coupling between all types of spanwise and chordwise bending 
and torsion, making suitable corrections for above mentioned 
limitations difficult. 

Inaccuracies in the spanwise bending frequencies may be 
due to any or all of the following: 

1 Additional stiffness due to chordwise bending moments 
induced by Poisson effects 

2 Difficulty in determining a proper shear correction factor 
to utilize with the shear deformation theory 

3 The constraint that "plane cross sections remain plane," 
required by both classical and shear deformation beam 
theories, which ignores additional flexibility due to cross-
sectional warping 

The last factor was seen to be particularly important, 
especially for low aspect ratio blades, and is not considered in 
any beam model of blade vibrations known to the writers. 
Large inaccuracies in the torsional frequencies may arise 
because of: 

1 The constraint on cross sectional warping due to a fixed 
root 

2 Inaccuracy in representing additional beam stiffness due 
to pretwist 

Much of the aforementioned inaccuracy in representing the 
spanwise bending and torsional modes could be eliminated by 
incorporation of proper correction factors determined from 
solutions of the classical theory of elasticity. 

By contrast the shallow shell theory is straightforwardly 
applied and is capable of representing all the vibration modes 
accurately. The theory is capable of considerable gen
eralization beyond that used in the present work in order to 
represent actual turbomachinery blades more accurately. The 
generalizations include: 

1 Elastic root constraint 
2 Attached shrouds 
3 Thick shell theory, for thicker blades 
4 A deeper "shallow" shell theory (including more terms in 

the strain-displacement equations, but still relating all 
equations to the projected base plane), for more highly 
cambered and/or twisted blades 

5 Accurate representation of rotational effects, including 
Coriolis forces 

6 Variable thickness and curvature 
7 Nonrectangular blade planforms 
8 Anisotropic and/or nonhomogeneous materials such as 

composites 

9 Accurate determination of initial stresses due to rotation, 
as well as vibratory stresses 

10 Structural damping or layered damping treatments 

But the one-dimensional beam theory has an important 
advantage over the two-dimensional shell theory for blades 
and vibration modes that it is capable of representing: 
namely, it can do so with fewer degrees of freedom, thus 
requiring less computer time. Similarly, the shell theory 
approach has been shown to require significantly less degrees 
of freedom [12] than finite element models, for the same 
degree of accuracy. Thus, both approaches have their proper 
places in blade vibration analysis, particularly in preliminary 
design where the effects of changing parameters need to be 
studied. 

Acknowledgments 

The authors wish to acknowledge the help of Mr. A. J. 
Wang in obtaining numerical results for the shell analysis. 
This work was partially supported by the National 
Aeronautics and Space Administration, Lewis Research 
Center, under Grant No. NAG 3-36. 

References 
1 Leissa, A., "Vibrational Aspects of Rotating Turbomachinery Blades," 

Applied Mechanics Reviews, Vol. 34, No. 5, 1981, pp. 629-635. 
2 Carnegie, W., "Static Bending of Pretwisted Cantilever Blades," 

Proceedings of [he Institution of Mechanical Engineers, Vol. 171, No. 32, 1957, 
pp. 873-894. 

3 Carnegie, W., "Vibrations of Pretwisted Cantilever Blading," 
Proceedings of the Institution of Mechanical Engineers, Vol. 173, No. 12, 1959, 
pp. 343-374. 

4 Carnegie, W., "Vibrations of Rotating Cantilever Blading: Theoretical 
Approaches to the Frequency Problem Based on Energy Methods," Journal 
Mechanical Engineering Science, Vol. 1, No. 3, 1959, pp. 235-240. 

5 Carnegie, W., "Vibrations of Pretwisted Cantilever Blading: An Ad
ditional Effect Due to Torsion," Proceedings of the Institution of Mechanical 
Engineers, Vol. 176, No. 13, 1962, pp. 315-322. 

6 Carnegie, W., "Vibrations of Pretwisted Cantilever Blading Allowing for 
Rotary Inertia and Shear Deflection," Journal Mechanical Engineering 
Science, Vol. 6, No. 2, 1964, pp. 105-109. 

7 Carnegie, W., "A Note on the Application of the Variational Method to 
Derive the Equations of Dynamic Motion of a Pretwisted Cantilever Blade 
Mounted on the Periphery of a Rotating Disc Allowing for Shear Deflection, 
Rotary Inertia and Torsion Bending," Bulletin of Mechanical Engineering 
Education, Vol. 5, 1966, pp. 221-223. 

8 Carnegie, W., "The Application of the Variational Method to Derive the 
Equations of Motion of Vibrating Cantilever Blading under Rotation," 
Bulletin of Mechanical Engineering Education, Vol. 6, 1967, pp. 29-38. 

9 Houbolt, J. C , and Brooks, G. W., "Differential Equations of Motion 
for Combined Flapwise Bending, Chordwise Bending and Torsion of Twisted 
Nonuniform Rotor Blades," NACA Report 1346, 1958. 

10 Montoya, J., "Coupled Bending and Torsional Vibrations in a Twisted, 
Rotating Blade," Brown BoveriReview, Vol. 53, No. 3, 1966, pp. 216-230. 

11 Leissa, A. W., "Vibrations of Turbine Engine Blades by Shell Analysis," 
Shockand Vibration Digest, Vol. 12, No. 11, 1980, pp. 3-10. 

12 Leissa, A. W., Lee, J. K., and Wang, A. J., "Rotating Blade Vibration 
Analysis Using Shells," ASME Paper No. 81-GT-80, Journal of Engineering 
for Power (to appear). 

13 Leissa, A. W., Lee, J. K., and Wang, A. J., "Vibrations of Cantilevered 
Shallow Cylindrical Shells of Rectangular Planform," Journal of Sound and 
Vibration Vol. 78, No. 3, 1981, pp. 311-328. 

14 Leissa, A. W., Lee, J. K., and Wang, A. J., "Vibrations of Twisted 
Rotating Blades," ASME Paper No. 81-DET-127, to be presented at the ASME 
Vibrations Conference, Hartford, Conn., Sept. 1981 and to be published in the 
Journal of Mechanical Design. 

15 Timoshenko, S. P., and Goodier, J. N., Theory of Elasticity, 3rd ed., 
McGraw-Hill, Inc., 1970. 

16 Timoshenko, S. P., "On the Correction for Shear of the Differential 
Equations for Transverse Vibrations of Prismatic Bars," Philosophical 
Magazine, Ser. 6, Vol. 41, 1921, p. 742. 

17 Carnegie, W., "Experimental Determination of the Center-of-Flexure 
and Center-of-Torsion Coordinates of an Asymmetrical Aerofoil Cross Sec
tion," Journal Mechanical Engineering Science, Vol. 1, No. 3, 1959, pp. 
241-249. 

18 Carnegie, W., Stirling, C , and Fleming, J., "Vibration Characteristics of 
Turbine Blading Under Rotation—Results of an Initial Investigation and 
Details of a High-Speed Test Installation," Proceedings of the Institution of 
Mechanical Engineers, Vol. 180, pt. 31, 1966. 

19 Carnegie, W., Dawson, B., and Thomas, J., "Vibration Characteristics 

Journal of Engineering for Power APRIL 1983, Vol. 105/391 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of Cantilever Blading," Proceedings of the Institution of Mechanical 
Engineers, Vol. 180, pt. 31, 1966, p. 71. 

20 Carnegie, W., and Dawson, B., "Vibration Characteristics of Straight 
Blades of Asymmetrical Aerofoil Cross-Section," A eronautical Quarterly, Vol. 
20, 1969, pp. 178-190. 

21 Rao, J. S., and Carnegie, W., "Solution of the Equations of Coupled-
Bending Bending Torsion Vibrations of Turbine Blades by the Method of Ritz-
Galerkin," International Journal of Mechanical Sciences, Vol. 12, 1970, pp. 
875-882. 

22 Carnegie, W., and Dawson, B., "Vibration Characteristics of Pretwisted 
Blades of Asymmetrical Aerofoil Cross Section," Aeronautical Quarterly, Vol. 
22, 1971, pp.257-273. 

23 Carnegie, W., and Thomas, J., "The Effects of Shear Deformation and 
Rotary Inertia on the Lateral Frequencies of Cantilever Beams in Bending," 
ASME Journal ofEngineering for Industry, 1972, pp. 267-278. 

24 Rao, J. S., "Natural Frequencies of Turbine Blading—A Survey," Shock 
and Vibration Digest, Vol. 5, No. 10, 1973, pp. 3-16. 

25 Rao, J. S., "Turbine Blading Excitation and Vibration," Shock and 
Vibration Digest, Vol. 9, No. 3, 1977, pp. 15-22. 

26 Rao, J. S., "Turbomachine Blade Vibration," Shock and Vibration 
Digest, Vol. 12, No. 2, 1980, pp. 19-26. 

27 Goldenveizer, A. L., "Theory of Elastic Thin Shells," English trans
lation, Pergamon Press, 1961. 

28 Novozhilov, N. V., The Theory of Shells (English translation), P. 
Noordhoff Ltd., Groningen, The Netherlands, 1959. 

29 Leissa, A. W., Vibration of Shells, NASA SP-288, U.S. Government 
Printing Office, 1973. 

30 Subrahmanyam, K. B., Kulkarni, S. V., and Rao, J. S., "Coupled 
Bending-Torsion Vibrations of Rotating Blades of Asymmetric Aerofoil Cross 
Section with Allowance for Shear Deflection and Rotary Inertia by Use of the 
Reissner Method," Journal of Sound and Vibration, Vol. 75, No. 1, 1981, pp. 
17-36. 

31 Leissa, A. W., Vibration of Plates, NASA SP-160, U.S. Government 
Printing Office, 1969. 

32 Leissa, A. W., "The Free Vibrations of Rectangular Plates," Journal of 
Soundand Vibration, Vol. 31, No. 3, 1973, pp. 257-293. 

33 Petricone, R. D., and Sisto, F., "Vibration Characteristics of Low Aspect 
Ratio Compressor Blades," ASME JOURNAL OF ENGINEERING FOR POWER, Vol. 
93, No. 1, 1971, pp. 103-112. 

34 Beglinger, V., and Schlachter, W., "Influence of Support Elasticity, 
Shear Deformation, Rotary Inertia and Cross-Sectional Warping on the 
Natural Frequencies of Turbomachine Blades," Sulzer Technical Review, 
Research Number 1978, 1978, pp. 19-26. 

35 MacBain, J. C , "Vibratory Behavior of Twisted Cantilever Plates," 
Journal of Aircraft, Vol. 12, No. 4, 1975, pp. 343-349. 

36 MacBain, J. C , private communication, Apr. 1981. 

392/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



B. R. Hollworth 
Associate Professor. 

Mem.ASME 

G. Lehmann 
Instructor. 

J. Rosiczkowski 
Instructor. 

Assoc. Mem. ASME 

Mechanical and Industrial 
Engineering Department, 

Clarkson College of Technology, 
Potsdam, N.Y. 13676 

Arrays of Impinging Jets With 
Spent Fluid Removal Through 
Vent Holes on the Target Surface, 
Part 2: Local Heat Transfer 
An extensive study was conducted to determine the heat transfer characteristics of 
arrays of turbulent air jets impinging on perforated target surfaces. Spent air was 
withdrawn through vent holes on the surface, rather than along one or more of its 
edges, as had been done in all previous investigations. An earlier publication 
presented average heat transfer data for such systems; this paper gives results of 
comprehensive measurements of local heat transfer. Also given are the results of 
flow visualization studies, and an approximate mathematical model which predicts 
distributions of local heat transfer which agree satisfactorily with test data. 

Introduction 

Arrays of impinging fluid jets may be used to obtain high 
levels of convective heat and mass transfer. Applications 
range from the drying of paper and films to the cooling of 
high-power electronic devices. Such systems have, of course, 
become an accepted technique for cooling components 
(blades, vanes, tip seals, etc.) in the hot sections of gas tur
bine engines. A number of studies [1, 2, 3, 4, 5] have been 
conducted to obtain convective heat transfer data for 
arrangements of multiple jets; and Martin [6] and Obot et al. 
[7] have recently assembled comprehensive surveys of the 
relevant literature. 

Figure 1 shows a so-called "hybrid" cooling configuration, 
wherein a solid surface is cooled by impingement in com
bination with transpiration and film cooling. Fluid jets im
pinge on the back face of the panel, and the spent fluid is 
subsequently vented through holes in the panel and discharged 
into the hot gas to achieve additional cooling benefit. It is well 
known that the mode of spent fluid removal influences the 
flow field near the target surface. This, of course, affects the 
boundary layer growth and the corresponding distribution of 
convective heat transfer. All impingement studies to date have 
been concerned with arrays in which spent fluid was with
drawn along one or more edges of the target surface. It is 
apparent that such data may not be applied to the design of 
impingement arrays for hybrid systems, with their unique 
mode of spent air removal. 

A comprehensive investigation was undertaken, therefore, 
to obtain heat transfer data for arrays of impinging jets with 
spent fluid removal through an array of vent holes on the 
target surface. Such information may be used, in conjunction 
with already available data on transpiration and film cooling, 
for the design of hybrid systems. More specifically, the goals 
of this study were: 

1 To measure average heat transfer 
2 To measure local heat transfer 
3 To conduct flow visualization studies to relate heat 

transfer to details of the fluid flow 
4 To generate an analytical model to predict impingement 

heat transfer 

The results of the first phase of the work (i.e., measurements 
of average heat transfer) have already been reported by 
Hollworth and Dagan [8]. This paper reports the results of the 
remaining portions of the program, which help to explain 
several significant trends associated with the behavior of 
average heat transfer. 

The geometry under consideration was a 4 x 4 square array 
of circular jets impinging upon a virtually isothermal (see the 
discussion in the section entitled, Experimental Apparatus 
and Procedures) vented target plate. Both the orifice plate 
(which forms the jets) and the target plate are flat surfaces in 

-hot gas at T H , PH-

d - | I*- r"—>X—•! 
jet orif ice 
plate 
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coolant at T 0 , P0 

Fig. 1 Hybrid cooling system 
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Fig. 2 Vent patterns 

the shape of a square having side length AX x AX, where X is 
the center-to-center spacing between jet orifices. 

Vent holes had the same nominal diameters as jet orifices 
and were laid out, also, in square arrays. However, the 
spacing between vents was exactly half that of the jet orifices. 
The geometry is fairly representative of those which occur in 
gas turbine applications, as was discussed in some detail in 
[8]. Jet orifices were square-edged with length/diameter = 1.0. 
They were calibrated and found to have a discharge coef
ficient (C,/) of 0.80 over the range of flows used for the heat 
transfer tests. Vent holes were essentially sharp-edged orifices 
(as discussed in [9]) with a discharge coefficient (Ccj) of 0.62. 
The vents were drilled with their diameters (d') somewhat 
larger than those of the jet orifices so that the effective areas 
of both were the same. The vent diameters were thus deter
mined from 

d' 
c?1 .14 d (1) 

Finally, two vent configurations (see Fig. 2) were tested. In 
the inline arrangement, there is a vent directly opposite each 
jet orifice; and the staggered arrangement is set up so that 
there is no vent directly opposite any of the jet orifices. The 
smaller holes on the periphery of the inline plate serve to 
simulate the same flow as would occur for an array of infinite 
extent. 

STAGGERED 

Table 1 Variables and ranges 

Nominal jet orifice diameter" 
Jet Reynolds number 
Jet Prandtl number 
Nondimensional jet-to-jet spacing 
Nondimensional standoff 

between orifice plate 
and target plate 

d 
Re 
Pr 
X 

Z 

"Actual diameters were 5.08 mm and 2.54 mm 

5.0 mm, 2.5 mm 
3000-35000 
0.71 
5,10,15,20 
0.5-A" 

Independent parameters involving system geometry, 
coolant flow, and fluid properties were varied over ranges 
generally appropriate to gas turbine cooling applications. 
These parameters and their ranges are summarized above in 
Table 1, and the variables are defined in the Nomenclature 
section. The larger values of X(i.e., X= 15,20) correspond to 
designs which require a fairly small coolant flow to ac
company a large pressure difference across the orifice plate. 
The hybrid cooling system of Fig. 1 often has such a 
requirement. The test fluid for the experimental parts of this 
study was air near S.T.P.1 and jet velocities were low enough 
so that compressibility effects were always negligible. 

S.T.P. denotes the standard sea level conditions: pressure = 1.01 x 10 
N/m , temperatures 15°C. 

Nomenclature 

c = specific heat of fluid, J/Kg-K 
cd = discharge coefficient of jet orifices 
ccj = discharge coefficient of vent holes 

d = diameter of jet orifices, m 
d' = diameter of vent holes, m 

/ = friction coefficient 
h = local heat transfer coefficient, W/m2 -K 
k = thermal conductivity of fluid, W/m»K 

m = mass flow rate to jet array, Kg/s 
Nu = local Nusselt number, hd/k 

P = local static pressure, N/m2 

Pr = fluid Prandtl number 
q = local heat flux, W/m2 

qr = local radiation heat flux, W/m2 

r = radial distance from jet stagnation point, m 
f = rid 

Re = jet Reynolds number, w/(16»vr/4 pd) 

St = local Stanton number, h/pcum 

T0 = total temperature of jets, C 
Ts = impingement surface temperature, C 

um = velocity at "edge" of boundary layer 
x = heat flux sensor coordinate, Fig. 4 
y = heat flux sensor coordinate, Fig. 4 
x = x/d 
y = yld 
X = center-to-center spacing between jet orifices, m 
X = X/d 
Z = normal distance between jet plate and target plate, m 
Z = Z/d 
5 = hydrodynamic boundary layer thickness, m 
^ = dynamic viscosity, Kg/m-s 
v = kinematic viscosity, p./p 
p = density, Kg/m3 

T0 = wall shear stress, N/m2 
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Fig. 3 Test apparatus 

Experimental Apparatus and Procedures 

The test system for measurements of local heat transfer is 
shown in Fig. 3. It consists of an air delivery loop, a plenum 
with interchangeable orifice plates, and an electrically heated 
target plate on which the jets impinge. Side skirts form an 
enclosure so all spent air is constrained to exhaust through the 
vent holes. This is basically the same rig used for earlier 
experiments [5, 8] to measure average heat transfer. 

The air supply loop consists of a reciprocating air com
pressor (which supplies filtered and dried air at a pressure of 
approximately 6 bars), along with equipment to control and 
measure air flow to the heat transfer rig. Air flow is 
modulated with hand-operated valves, and a pressure 
regulator maintains the pressure upstream of the test rig - and 
therefore the flow rate - constant during each test. Flow rate 
is measured by a bank of rotameters rated accurate to ± 1 
percent full scale. A safety valve in the supply line protects 
against over-pressurizing the plenum. 

The jet plenum is an airtight box fabricated from aluminum 
plate. There are, in fact, two such plenums —a large one to 
accommodate larger jet array plates, and a smaller box for the 
smaller arrays. Both contain a baffle and a screen to insure 
that air is evenly distributed among the several jets orifices, 
Total temperature is measured with two iron-constantan 
thermocouples in the plenum, and total pressure is measured 
with U-tube manometers. Interchangeable orifice plates are 
used to provide the eight jet arrays (two values of d, four 
values of X) indicated in Table 1. The standoff (Z) between 
the jet plate and target plate is set and maintained with 
wooden dowels at the four corners; they are located as far as 
possible from the vents to minimize interference with the 
flow. Four side skirts (made from 13-mm thick plexiglas) are 
used to prevent spent air from exhausting at the edges of the 
target surface. These are clamped tightly between the jet plate 
and target plate and all mating surfaces are made airtight 
using rubber gaskets. 

Jets impinge on a flat target consisting of a 6-mm thick 
copper plate heated by electrical heaters cemented to its back 
surface. There are two such target plates for each jet plate, 
one with an inline vent pattern and one with a staggered 
pattern, as shown in Fig. 2. Each heater/plate assembly is 
insulated with 50 mm of foam insulation glued to its back 
surface, to minimize heat loss to the surroundings. Holes, 
with the same locations as those in the target plate, are bored 
through the insulation to allow removal of spent air. Each 
copper plate is instrumented with at least five imbedded iron-

constantan thermocouples to measure its temperature 
distribution. Details concerning the installation and locations 
of the thermocouples are given in [5]. 

Measurements of local heat transfer were made using a 
number of microfoil heat flux sensors attached at sites on the 
impingement-side of the target plates. These sensors are a 
special unit (part no. 27022) manufactured by RdF Corp. of 
Hudson, N.H. Each one consists of three thin layers of 
Kapton with thermopiles deposited on both faces of the 
middle layer, which is usually termed the thermal barrier. 
When the sensor is subjected to a heat flux, the resultant 
temperature drop across the barrier produces an output emf 
roughly proportional to the flux. The manufacturer furnishes 
a calibration with each unit, and specifies ±5 percent ac
curacy for them. The calibration includes the device's sen
sitivity (i.e., volts per W/m2) at 21 °C and a curve to correct 
the output if its mean temperature differs from 21 °C. Output 
was measured using a digital multimeter accurate to ±0.04 
percent. It was felt that the size of the device's sensing grid 
(approximately 1.5 mm x 2.5 mm) was sufficiently small 
compared to the jet diameter (which may be considered the 
characteristic length in this experiment) to yield truly "local" 
heat transfer. Each sensor includes, also, an additional in
tegral thermocouple on the impingement side of the thermal 
barrier. The reading from this thermocouple may be used to 
deduce (see Results section) the surface temperature, which is 
required to calculate the local convection coefficient, h. 

After attaching the sensors, the rest of the target surface is 
masked with a sheet of Kapton having the same thickness 
(approximately 0.10 mm) as the sensors. This masking serves 
two functions. First, it produces a smooth surface so that the 
boundary layer is not locally disturbed as the fluid encounters 
the edge of each stick-on sensor. Second, the masking has 
nearly the same thermal impedance as the sensors themselves. 
Thus, the tendency for local cold spots to occur at each sensor 
is suppressed, and the entire target is kept more nearly 
isothermal. It should be pointed out, however, that the 
thermal impedance of the sensor and the masking (about 
0.5°C per Kw/m2) must be large enough so that the sensors 
produce an output emf which may be conveniently measured. 
Because the local h varies over the impingement surface, so 
must the surface temperature Ts\ and the surface tends to be 
most nonisothermal at high heat fluxes. For these tests, the 
difference between the (average) surface temperature and the 
converting fluid temperature was nominally 50°C. In the 
worst case, the maximum (or minimum) local Ts differed 
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from the average value by 8°C. As a rule, the difference was 
less than 5°C. 

Sensors were attached in regions near the centers of the 
target plates, as shown on Fig. 2. For the staggered array they 
were located within the area enclosed by dashed line "abca". 
For a symmetric flow field, any point on the target surface 
should have an equivalent point within "abca." For the inline 
array, sensors were attached along dashed line "efg." Ad
ditional sensors (denoted by V-symbols on Fig. 2) were at
tached outside of ' 'abca" and off of' 'efg" to determine if the 
distribution of heat transfer was, in fact, reasonably sym
metric over the entire impingement surface. Table 2 and Fig. 4 
give the exact locations of the sensors. The additional sensors 
used for the abovementioned symmetry check are marked 
with an asterisk on Fig. 4 and shown next to the correspond
ing sites within "abca" or on "efg." 

Owing to the limited number of sensors available and space 
limitations, it was impossible to attach a large number of 
sensors to the plate simultaneously. It required, in fact, three 
separate tests runs at the same test conditions to generate a 
complete " ma p" of local heat transfer. Between runs, some 
of the sensors were removed from the target plate and reat
tached at new sites. Sensors were attached to the plate using a 
thermally sensitive adhesive. They were easily removed 
without physical damage by heating the plate to a temperature 
only slightly above the temperature at which heat transfer 
measurements were made. Local heat transfer measurements 
were made for wide ranges of jet Reynolds number (Re) and 
standoff (Z), but only for inline and staggered arrays with 
X= 10, which was felt to be a fairly median geometry. 

The test procedure was fairly straightforward. A test 
geometry was selected and the corresponding rig was 
assembled and checked for air leaks past the gaskets where the 
side skirts contacted the orifice plate and target plate. The 
standoff (Z) was set using wooden dowels for spacers at the 
four corners of the enclosure. A flow rate was set for the 
desired Reynolds number, and the power input to the target 
plate heaters was adjusted so that the impingement surface 
temperature (Ts) was approximately 50°C above the jet 
plenum temperature (Ta). The rig was then allowed to attain 
steady-state, which generally required 30-45 min. After 
reaching steady state, the following data were recorded: 

8 Mass flow rate (m) of air 
8 Total temperature, Tot (measured with two ther

mocouples in plenum) and total pressure of jets 
9 Output "emf's" from heat sensors and surface tem

perature thermocouples built-in to sensors 
• Room temperature; ambient pressure, relative humidity 
• Temperature readings from several (see [9] for details) 

thermocouples imbedded in the heated target plate 

This procedure was repeated for four values (5500, 10000, 

20000, and 35000) of Re and four values (1, 2.5, 5, and 10) of 
Z. 

The flow visualization method involved seeding one jet near 
the center of the array with small (dia =2 mm) neutrally 
buoyant Helium bubbles, as discussed in more detail by 
Rosiczkowski and Hollworth [10]. This technique was used 
with some success by Colladay and Russel [11] for studies of 
the flow field in discrete hole film cooling systems. The 
bubbles are illuminated by a high-intensity lamp and 
photographed with a 35-mm camera to generate pathline 
maps of the flow. Light was collimated by a slit to illuminate 
a "slice" of the region located between the jet plate and the 
target plate. The slice was 1-2 jet diameters thick, and 
oriented normal to these two surfaces. The apparatus for this 
part of the investigation was fabricated entirely of 12-mm 
thick plexiglass. It was geometrically similar to the heat 
transfer apparatus, but scaled up in size by a factor of 2.4. 

For the flow visualization work, the test fluid remained air 
near S.T.P. All tests were run at Re = 5500. The intensity (as 

jet stagnat ion point 

a. staggered array 

je t or i f ice & vent 3 2 l , „ o n 
Y _n n n-J ve i l 

ven t \8 
b. inline array 

Fig. 4 Locations of heat flux sensors 

Table 2 Locations of heat flux sensors" 

Sensor no. 

1 
2 
3 
4 

5,5* 
6 
7 
8 

9,9* 
10 

11,11* 

"Refer to Fig. 4. 

Staggered 

X 

oToo 
1.20 
1.90 
3.00 
3.18 
3.68 
5.06 
5.03 
4.00 
5.00 
4.00 

array 

y 
0.00 

-1.20 
-1.90 
-1 .60 
-3.18 
-3.68 
-5 .06 
-2.03 
-2.00 

0.00 
0.00 

Sensor 

1 
2,2* 

3 
4 
5 
6 
7 
8 

Inline 

no. 

array 

X 

3.77 
1.87 
0.87 

-0 .62 
-1 .32 
-2 .52 
-3 .59 
-4 .29 

y 
0.00 
0.00 
0.00 

-0 .62 
-1 .32 
-2 .52 
-3 .59 
-4 .29 
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Table 3 Zones for analytical model 

Zone no 

I 

II 

III 

IV 

Zone extent 

0 </•< 0.046 Z 

0.046Z</-<0.15Z 

0.15Z</-<0.30Z 

/•>0.30Z 

Description 

stagnation region 

transition region 

transition region 

wall jet region 

Characteristics of flow 

Flow exterior to boundary layer obeys 
Euler's equation. Velocity, «„„ at "edge" 
of boundary layer increases linearly 
with /'. Boundary layer is laminar. 

Velocity, u„„ is nearly constant. There is 
a large pressure gradient with P decreasing 
exponentially with /•. Boundary layer is laminar. 

Velocity, u,„, drops nearly linearly with /'. 
There is a small favorable pressure gradient 
with P decreasing exponentially with /•. 
Boundary layer is turbulent. 

Velocity, u,„, decays as l/r. Pressure gradient 
vanishes. Boundary layer is turbulent. 

well as the length) of the bubble path images was found to 
depend upon the bubble velocity. At higher Reynolds 
numbers (i.e., higher velocities) the quality of the resulting 
photomaps was not acceptable. Using the method discussed 
above, it was possible to obtain good quality pathline maps 
using long (on the order of 1.0 s) exposure times. These maps 
clearly showed several important qualitative features of the 
flow, though the highly turbulent nature of the flow made it 
virtually impossible to generate significant quantitative in
formation. 

Theoretical Model 

An approximate analytical model was developed and used 
to predict the heat transfer distribution for a single 
axisymmetric jet impinging normal to a flat plate. These 
results were then area-averaged mathematically to obtain 
average heat transfer coefficients. The flow adjacent to the 
target surface was divided into four distinct zones having the 
characteristics given in Table 3. The extent of each zone, 
along with variations of u,„ (velocity at "edge" of boundary 
layer) and P (static pressure) were taken from data given by 
Poreh and Cermak [12]. 

The heat transfer coefficient was obtained in the laminar 
regions using a method based on known wedge flow solutions 
originally due to Eckert [13]. For radial flows, Kays [14] 
indicates that the local Stanton number may be determined 

h OA18v'Aru,„OM5 

St= = (2) 
cpu„ G>„-*) 

for Pr = 0.7. Analytical expressions were fitted (see [15] to the 
u,„ (r) data from [12], and used along with equation (2) to 
determine local heat transfer. In Zone I the result is 

Nu 6.78R61' 

Prv (3) 

and in Zone II the result is 

3.99\ M35 

Nu 

PT'A 

/ 3 . 9 9 \ I 3 3 W rRe'7 

0.00027ZI13 + 0.33 T 
3.99 

(r3-(0.046Z)3) 

(4) 

The method thus yields the familar result that h is constant in 
the stagnation region, but decays with r in Zone II. 

It was assumed that transition to a turbulent boundary 
layer occurs at f= 1.5, which is roughly where the flow ex
ternal to the boundary layer begins to decelerate. This appears 
to be fairly consistent with experimental results [1, 16] in the 
literature. Moreover, our own measurements of local heat 
transfer tend to support this assumption. As a rule, the local 
heat transfer varies according to / i~Re" \ where w = 0.5 for 

laminar boundary layers and in = 0.8 for turbulent layers. For 
the heat sensor nearest the stagnation point (at f= 1.70) the 
value of m was considerably nearer to 0.8. Thus, it appears 
that transition occurs at least somewhat inboard of f= 1.70. 

For the two turbulent zones (III and IV) the integral 
momentum equation was solved numerically and local heat 
transfer was deduced by analogy. For radially spreading flow 
on a flat surface, the momentum equation is 

u,„ d r c5 "i l J r f 6 , 1 dP 

r dr dr 

Constant fluid properties were assumed, along with a 1/7 
power velocity profile (i.e. u = um(y/S)yl) in the boundary 
layer. For such a profile, Kays [14] indicates that the wall 
shear stress is given by 

/= 
. r su„ 

= 0.0456 (6) 

pu„ 

Substitution of the assumed velocity profile, equation (6) for 
the wall shear stress, and expressions for u„,(f) and P(r) from 
Table 3 finally yield ordinary differential equations for 5 in 
regions III and IV. These differential equations and details 
are given in [15]. These were solved numerically using a 
fourth-order Runge-Kutta method. 

Once the hydrodynamic boundary layer thickness (5 = 5(r)) 
had been determined in this way, equation (6) was used to 
obtain the local friction factor (/). Finally the local heat 
transfer coefficient was obtained using the turbulent analogy 
(due to Martinelli [17]) given by 

St = 
lf/2 

5Pr + 51«(5Pr+l) + V 2 / / - 1 4 
(7) 

The laminar and turbulent solutions were joined by requiring 
that both yield the same h at f— 1.5. This gave a starting value 
of 5 for the turbulent solution. 

Results and Discussion 

A significant result obtained earlier by Hollworth and 
Dagan [8] was that jet arrays with staggered vents yield 
substantially higher average heat transfer than do arrays with 
spent air removal along the four edges of the target or arrays 
with inline vents. This is shown clearly by Figs. 8 and 6, 
respectively, in [8]. 

It was originally hypothesised that the performance ad
vantage of staggered arrays over edge-vented arrays was due 
to suction near the vent holes, which caused localized thinning 
of the boundary layer and a corresponding increase in local 
(and therefore average) h. A major aim in measuring local 
heat transfer was to test the validity of this hypothesis. Local 
heat transfer coefficients were determined from measure
ments of local heat flux (q) using 
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h = 
q~Q, 

T ' 
1 n 

(8) f jet stagnation point 

where T„ is the total temperature of the jets and qr is a small 
correction for radiation. The surface temperature, Ts, is 
obtained (see [9] for details) by applying a correction to the 
reading of the sensor's integral thermocouple to account for 
the temperature drop between the thermocouple and the 
impingement surface. 

Figures 5 and 6 are typical "maps" of local heat transfer 
for arrays with staggered vents. The o symbols indicate 
locations of heat flux sensors, and the numbers next to each 
symbol are experimental values of Nu /Pr ' ^ The Nusselt 
number is defined as 

Nu = 
he! 

¥ (9) 

and fluid properties are evaluated at a "film" temperature 
halfway between T0 and Ts. As mentioned previously, it 
required more than one test tun to generate a complete 
"map ." Between runs, some of the sensors were removed 
from the target plate and reattached at new sites. There are 
therefore two values of Nu/Pr''•' next to sensors which were 
not moved between runs; comparing these values gives an 
indication of the repeatability of the measurements. It should 
be pointed out that values of Nu/Prv ' < roughly 10 (which 
occur only at sites far removed from the jet stagnation point 
and at low Re) should be regarded only as indicating areas of 
"greatly diminished" heat transfer. The local h values in such 
areas are low enough (3-5 times typical free convection 
values) so that the experimental uncertainty in these data is 
necessarily high. If one disregards such low Nu/Pr 'A , the 
remaining data are reproducible (on the average) to within ±5 
percent; and 80 percent of the data is reproducible to within 
±7 percent, which is the uncertainty estimated for this ex
periment. 

Values of Nu/Pr'7' shown in brackets were measured 
outside of region "abca" (see Fig. 2) and shown next to the 
corresponding sites within "abca." Sensor pairs such as 9 and 
9* and 11 and 11 * (see Fig. 2 and Table 2 for locations) were 
used to determine if the heat transfer distribution in "abca" 
was representative of all such triangular zones on the im
pingement plate. These sensors were located at points very 
close to lines of symmetry in the flow field. As such, their 
readings are more sensitive than those of other sensors to any 
minor assymmetries in the flow. An additional test was 
performed to check symmetry; the entire target was coated 
with light oil, and talcum powder was injected into the jet 
plenum and subsequently deposited on the target plate. The 
result was a fairly high quality trace on the target plate, 
showing the air flow pattern. From this trace, it was apparent 
that the entire pattern was generally quite symmetric. At 
worst, some symmetry lines were displaced 0.2-0.3 d from 
their " t rue" positions. While this skewing is not excessive, it 
may have a relatively large effect at sites 9 and 11, which were 
located only about one diameter from the nominal position of 
a line of symmetry. Notwithstanding, the deviation ([max-
min)/avg) between readings (averaged over all data) was 13 
percent for pair 9/9* and 11 percent for pair 11/11*. 

Figures 7 and 8 show the data of Figs. 5 and 6, respectively, 
replotted as Nu/Prv ' versus f = r/d, where r is distance from 
the jet stagnation point. It shows that the distribution is 
essentially radially symmetric and that the three sensors 
nearest the vent (all within 1/2 d of the edge of the vent) in
dicate no detectable enhancement of heat transfer. This was 
the case (see [9]) for all tests run for staggered arrays. For 
larger. X, suction may have a relatively more significant effect 
as the wall flow associated with the impinging jet diminishes 
in strength near the vents. However, suction near the vents 
cannot, in general, account for the level of overall heat 
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Fig.6 Distribution of Nu/Pr'3 for staggered array with X = 10 andZ 
= 10 

transfer increase (as much as 35 percent) observed for 
staggered arrays relative to edge-vented arrays. 

Data taken from [5] for an edge-vented array is shown on 
Fig. 9, compared to the heat transfer distribution for a 
staggered a r r aya t Re = 20000. Both arrays are otherwise 
identical, with X= 10, Z = 5 and with the same number (i.e, 
16) of jets. The higher average h associated with the staggered 
array appears to be due to higher levels of local h over the 
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entire target surface, and not to local effects. The same trend
was observed for all conditions at which there was common
data. An alternate explanation, based on accepted knowledge
of jet behavior and dramatic differences between the flow

2.0 4.0 6.0
fields for these two geometries (as revealed by our flow
visualization work) may be put forward. Figure lO(a) shows a
pathline map for one jet within an edge-vented array.
Characteristic of the flow for such geometries is a strong
circulation of spent fluid between neighboring jets. For cool
jets incident upon a hot surface, this spent fluid may be heated
considerably. It is well known that free jets entrain significant
amounts of the fluid through which they pass. For the systems
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Table 4 Average heat transfer for staggered arrays with X = 10

Values of Nu/Pr ;1,

t Re Local measurements, Averaged values,
mathematically averaged measured directly

10 5500 18.4 20.2
10000 28.9 31.3
20000 51.2 54.4
35000 78.5 86.0

5 5500 18.9 22.4
10000 33.8 34.3
20000 61.1 60.7
35000 98.2 94.7

2.5 5500 21.4 21.6
10000 36.0 35.9
20000 62.9 64.7
35000 103.6 102.3
5500 20.4 20.5
10000 35.1 35.8
20000 65.3 64.7
35000 97.3 99.7

considered here, the jets are heated by entrainment of the
warmer fluid, which reduces the effective !1T (and hence the
heat flux, q) between the jets and the target. Owing to the
method used to determine h (see equation (8», a decrease in q
shows up as a decrease in h.

Figure lO(b) shows a typical pathline image for a staggered
array. Spent fluid is sucked directly into the four vents around
each jet and circulation of spent fluid is largely suppressed.
Under these conditions, the "preheating" of jets (which
occurred in the edge-vented array) is considerably less, and
the value of h (as determined from equation (8» is larger. In
fact, the effect of jet entrainment was recognized earlier by
Hollworth [18] who attempted to use these notions in
correlating heat transfer data for a single impinging jet in a
crosswind.

As a check on both average heat transfer data (reported in
[8]) and local heat transfer data, the local values were
mathematically averaged (see [9] for details) and compared to
average values which were directly measured. Table 4 shows
the result for the staggered array. Agreement is within the
combined experimental uncertainty (±6 percent for average
h's, and ± 7 percent for local h's) of the two experiments
throughout.

As indicated earlier, it was found that the average heat
transfer for inline arrays is significantly less than that from
staggered arrays, and that the effect is most pronounced at
small Z. Hollworth and Dagan [8] hypothesized, at the time,
that for the inline configuration, a significant portion of each
cooling jet may flow directly out through the opposing vent
without scrubbing the target surface. At small Z, the vent
captures a larger fraction of the jet and the degradation is
most procounced. As Z is increased, the spreading of the jet
(due to entrainment) causes the capture effect to diminish in
importance. FLow visualization work, done since [8] ap
peared, tends to bear out this hypothesis in a qualitative
regard. Fig. II shows pathlines for one jet within an inline
array; in these photos, the flow of air is from top to bottom.
It is apparent that for small Z (Fig. Ila) a significantly larger
fraction of the pathlines are captured by the vent and carried
directly out through the target plate.

Local heat transfer was measured also for inline arrays;
however, testing was not as extensive as for staggered arrays.
The latter geometries were clearly superior and the authors
felt, therefore, that they deserved more attention. Figures 12
and 13 are typical heat transfer maps for an in.line array. The
o symbols indicate sites where local heat transfer was
measured, and the number next to each 0 is the local value of
Nu/Pr v, . For large Z (Fig. 12), the distribution was generally
radially symmetric with respect to the center of the jet orifice.
For small Z (Fig. 13,) however, the distribution was obviously

400 I Vol. 105, APRI L 1983

a

b
Fig.11 Pathlines for jet captured by in line vent: (a)Z = 2.5, (b)Z =10

nonsymmetric. This is due to slight misalignment between the
jet and vent orifices whose effect is amplified by the capture
effect at small Z, as discussed in some detail in [9].

Figure 14 shows profiles of local heat transfer obtained
from the analytical model previously outlined. The pressure
and velocity distributions reported by Poreh and Cermak, and
used as input for our analysis, are valid only for 8 ~ Z~ 32.
The profiles of Fig. 14 are for Z= 10, which represents, then,
the only value of Z at which a direct comparison between
theory and test data may be made. As the figure indicates, the
analysis tends, in general, to underpredict local heat transfer.
A number of investigators have found, likewise, that laminar
boundary layer theory predicts lower convective heat transfer
in the neighborhood of the stagnation point than is observed
experimentally. Typical of these are Donaldson et al. [19],
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who attribute this discrepancy to jet turbulence which 
"imbeds" itself in an otherwise laminar boundary layer and 
locally enhances heat transfer. 

Average heat transfer coefficients were predicted by 
mathematically area-averaging the local values obtained 
analytically. The value for an array with jet-to-jet spacing X 
was computed [15] by averaging profiles such as those of Fig. 
14 over an "equivalent" circle having the same dimensionless 
area (i.e., X2) as that cooled b y a single jet within an array. 
This was done for spacings X= 10, 15, and 20 and for 
Re = 5500, 10000, 20000 and 35000. Average values of 
Nu/PrVi obtained in this fashion were lower than those 
measured by Hollworth and Dagan [8] by from 2 to 34 per
cent, depending upon X and Re. The mean difference was 21 
percent, and better agreement was obtained at large X and 
small Re. Under these conditions, the relative inadequacy of 
the laminar theory (discussed above) diminishes in im
portance. 

It should be pointed out that the above model is not valid 
for inline configurations as it does not recognize the "cap
ture" of part of the impinging jet by a vent. Moreover, it is 
approximate in that axisymmetric flow is assumed, while (in a 
staggered array) the presence of vents and neighboring jets 
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Fig. 14 Comparison of analytical and experimental results for X 
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serve, of course, to distort the velocity field. Another 
assumption is that the velocity and pressure distributions 
measured by Poreh and Cermak [12] for a single unconfined 
jet could reasonably be applied to a system of multiple jets 
discharged from an orifice plate. These distributions may, of 
course, be influenced by interference from neighboring jets 
and by the confining effect of the orifice plate itself. Our flow 
visualization work, however, clearly shows that the sort of 
venting employed here minimizes cross flow of spent fluid. 
Moreover, very recent work by Obot et al [20] indicates that 
the effect of confinement by a plate_ parallel to the target 
surface is quite small for large Z (i.e. Z>8) , which 
corresponds to the range on which our analysis is presumed to 
be valid. Undoubtedly this effect would be significant for 
small plate-to-plate spacing. The model predicts a 
pronounced heat transfer "spike" where boundary layer 
transition occurs. The authors believe that this is mainly a 
consequence of the method (discussed above) used to patch 
together the laminar and turbulent solutions and does not 
simulate a real effect. Other investigators [1, 16] have ob
served similar peaks to occur at small (less than 2-3) Z. 
However, they diminish in relative size as Z is increased, and 
degenerate to a slight "kink" in the profile for Z = 10. 

Conclusions 

Measurements of local heat transfer were made for arrays 
of jets impinging on a target plate with an array of vent holes 
through which spent air was withdrawn. In addition, an 
extensive flow visualization study was performed. Significant 
conclusions are the following: 

1 The heat transfer advantage of staggered arrays over 
conventional edge-vented arrays appeared not be due, to any 
significant degree, to localized enhancement associated with 
suction near the vents, as had previously [8] been 
hypothesized. Flow visualization studies revealed, however, 
that this type of venting suppresses the circulation of spent 
fluid which (in edge-vented arrays) may "preheat" the jets 
and thereby reduce heat transfer. 

2 Earlier work [8] indicated that staggered arrays were 
superior to inline arrays in terms of average heat transfer. 
Flow visualization studies clearly show that inline vents may 
directly "capture" a large part of each jet (especially at small 
Z). The fluid remaining to "scrub" the target surface is 
reduced, as is the rate of heat transfer. 

Acknowledgments 

The authors wise to express thanks to the National Science 
Foundation, who supported this study under Grant No. 
ENG77-14630. 

References 

1 Gardon, R., and Cobonpue, J., "Heat Transfer Between a Flat Plate and 
Jets of Air Impinging Upon It ," International Developments in Heat Transfer, 
Proceedings, 2nd International Heat Transfer Conference, ASME, New York, 
1962. 

2 Kercher, D. M., and Tabakoff, W., "Heat Transfer by a Square Array of 
Round Air Jets Impinging Perpendicular to a Flat Surface Including the Effect 
of Spent Air," ASME JOURNAL OF ENGINEERING FOR POWER, Vol. 92, No. 1, 

Jan. 1970, pp.73-82. 
3 Chance, J. L., "Experimental Investigation of Air Impingement Heat 

Transfer Under an Array of Round Jets," Tappi, Vol. 57, No. 6, 1974, pp. 
108-112. 

4 Metzger, D. E., and Florschuetz, L. W., "Heat Transfer Characteristics 
for Inline and Staggered Arrays of Circular Jets with Crossflow of Spent Air," 
ASME Journal of Heal Transfer, Vol. 101, Aug. 1979, pp. 526-531. 

5 Hollworth, B. R., and Berry, R. D., "Heat Transfer from Arrays of 
Impinging Jets with Large Jet-to-Jet Spacing," ASME Journal of Heat 
Transfer, Vol. 100, No. 2, May 1978, pp. 352-357. 

6 Martin, H., "Heat and Mass Transfer between Impinging Gas Jets and 
Solid Surfaces," Advances in Heal Transfer, Vol. 13, Academic Press, 1977, 
pp. 1-59. 

7 Obot, N. T., Mujumdar, A. S., and Douglas, W. J. M., "Design 
Correlations for Heat and Mass Transfer Under Various Turbulent Impinging 
Jet Configurations," Drying '80, Hemisphere, pp. 383-402. 

8 Hollworth, B. R., and Dagan, L. S., "Arrays of Impinging Jets With 
Spent Fluid Removal Through Vent Holes on the Target Surface, Part 1: 
Average Heat Transfer," ASME JOURNAL OF ENGINEERING FOR POWER, Vol. 
102, No. 4, Oct. 1980, pp. 994-999. 

9 Lehmann, G., and Hollworth, B., "Arrays of Impinging Jets With Spent 
Fluid Removal Through Vent Holes on the Target Surface, Part 2: Local Heat 
Transfer," Department of Mechanical and Industrial Engineering, Clarkson 
College, Report No. MIE-063, Sept. 1980. 

10 Rosiczkowski, J., Hollworth, B., "Arrays of Impinging Jets: Flow 
Visualization," Department of Mechanical and Industrial Engineering, 
Clarkson College, Report No. M1E-052, Jan. 1980. 

11 Colladay, R. S., and Russel, L. M., "Flow Visualization of Discrete Hole 
Film Cooling for Gas Turbine Applications," ASME paper No. 75-WA/HT-
12,1975. 

12 Poreh, M., and Cermak, J. E., "Flow Characteristics of a Circular 
Submerged Jet Impinging Normally on a Smooth Surface," Proceedings of the 
6th Midwest Conference on Fluid Mechanics, 1959, pp. 198-212. 

13 Eckert, E. R. G., VDl-Forschungsh, Vol. 416, 1942, pp. 1-24. 
14 Kays, W. M., Convective Heal and Mass Transfer, McGraw-Hill, 1966, 

pp.222-227. 
15 Hollworth, B. R., "Arrays of Impinging Jets with Spent Fluid Removal 

Through Vent Holes on the Target Surface, Part 3: Theoretical Analysis," 
Department of Mechanical and Industrial Engineer, Clarkson College, Report 
No. MIE-064. 

16 Obot, N. T., Majumdar, A. S., and Douglas, W. J. M., "The Effect of 
Nozzle Geometry on Impingement Heat Transfer Under a Round Turbulent 
Jet ," ASME Paper No. 79-WA/HT-53, presented at the Winter Annual 
Meeting, New York, Dec. 2-7, 1979. 

17 Martinelli, R. C , ASME Transactions, Vol. 69, 1947, p. 947. 
18 Hollworth, B. R., "Heat Transfer Characteristics of an Impinging Jet in 

a Crossflow," Ph.D thesis, M.E. Department, University of Connecticut, 1974. 
19 Donaldson, C. D., Snedeker, R. S., and Margolis, D. P., "A Study of 

Free Jet Impingmenl, Part 2. Free Jet Turbulent Structure and Impingment 
Heat Transfer," Journal of Fluid Mechanics, Vol. 45, pt. 3, 1971, pp. 477-512. 

20 Obot, N. T., Douglas, W. J. M., and Mujumdar, A. S., "Effective of 
Semiconfinement on Impingment Heat Transfer," Proceedings of Seventh 
International Heat Transfer Conference, Munich, Sept. 1982. 

IMPORTANT NOTICE 

Mandatory Excess Page Charges for Transactions 

Effective July 1, 1981, all Transactions papers that exceed the standard (six 
pages) length, will be assessed a mandatory page charge of S125 per page for 
those pages exceeding the six page limit. 

402/Vol. 105, APRIL 1983 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.68. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


